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SUMMARY
The Cybersecurity Workforce Study (2022) revealed that there is a 3.4 million worker global shortage in information security professionals. This shortage persists even though 464,000 positions were filled in 2022 alone (Lake, 2022).

Studies showing significant progress in students who recover from a grade decline show that personalized support and guidance can positively influence student retention. Transfer students from community colleges who enter four-year institutions encounter different barriers to persistence than traditional undergraduates. Creating accessible pathways for transfer students requires institutions to have clear transfer processes and effective articulation agreements in place (Handel & Williams, 2012).

BACKGROUND
Community colleges among other two-year colleges are playing a role in creating pathways for under-represented students to four-year institutions (Boswell, 2004; Cohen et al., 14; Wang et al, 2017). Students are presented with a realistic pathway through the provision of smaller class sizes, flexible admissions, and lower costs. These factors make it possible for more under-represented students especially low-income and first-generation college students to begin exploring a career in the STEM fields. Women, students from low-income backgrounds and minorities typically choose two-year colleges because they are more conducive to work-file balance.

Students from under-represented populations in STEM report an intent to transfer to STEM fields when there is a high level of field-oriented interaction (Wang, Chan, Soffa & Nachman, 2017), engagement in STEM field related activities during their educational career, interactive sessions about career options, and the availability of a mentor to guide and inform academic and post-graduation choices.

Students, especially from underrepresented populations, benefit from strong connections with a faculty member who can serve as an engaged role model (Cuseo, 2017). A study conducted by Glass (2013) shows that a lack of mentors is an important factor in few girls studying cybersecurity in middle school, high school and the collegiate level. If the mentor projected a stereotypical image of a “geek or nerd”, girls were less likely to believe in their success in the field. The success of role models for young women is needed to help girls succeed in cybersecurity.
LeClair, Shih, and Abraham (2014) indicate that while equal pay and advancement opportunities are important for the retention of women in cybersecurity, having mentors is more important. The mentor does not need to be female but needs to have interest in the mentee’s success. The mentor does not need to be female but needs to have an interest in the mentee’s success. Cheryan, et.al (2011) found there to be no difference between male and female recruiters in the STEM field but found that women mentors are more effective for keeping women in the field.

It is the panelist’s belief that if students are matched to faculty mentors upon acceptance to the University, they will have a positive experience in their field of study. A dedicated student-faculty mentoring relationship allows the scholars to have personal, accessible support for matters directly related to the CIS field. At the beginning of each semester, the mentor coordinator will hold an orientation meeting for new scholars and mentors. A dedicated mentoring style has been shown to effectively support students’ retention in STEM.
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ABSTRACT

Students have begun to use tools like ChatGPT to complete tasks required of them for assessment in the classroom. In this 90-minute panel, we review the state of artificial intelligence tools and how they are used in the classroom, discuss implications of the use of tools like ChatGPT by students, and engage panel participants in an interactive activity designed to help them create activities and assessments in the face of artificial intelligence use by students.

Keywords: artificial intelligence, teaching, educational design, academic integrity, plagiarism

AGENDA

OpenAI released the artificial intelligence application, ChatGPT, in November of 2022 and has impressed experts with its writing ability, proficiency at complex tasks, and ease of use (Lock, 2022). The tool has become popular with university students, who have expressed that the bot is “like a very friendly tutor that doesn’t mind stupid questions” and can generate college essays that are “Solid A- work in 10 seconds” (Vincent, 2022).

The ability of the chatbot to produce informed writing based on text available to it has interesting implications for academic integrity in the classroom. Several questions related to education arise from its existence:

- What skills should students be able to perform unassisted by AI?
- What skills in the information systems and business analytics disciplines can be demonstrated by ChatGPT alone, and which cannot?
- Should students be confronted about the use of ChatGPT to complete assessments?
- If so, what are appropriate methods for confronting students when an instructor believes that they have submitted work generated by ChatGPT?
- Can assessments be designed so that they must be completed unassisted by AI? Should they be designed this way?

In this interactive workshop designed for instructors that teach online or in-person, participants will be introduced to ChatGPT and its capabilities, engage in a discussion about ChatGPT and AI in the classroom, and design an assessment that can be used in a course, given the implications of the chatbot.
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INTRODUCTION

Information systems security breaches continue to be a major issue globally. Such breaches can cause serious harm to organizations and individuals (Ou, et al., 2022). Many cybersecurity incidents are traced to careless errors or violations of computer usage policies (CUPs) (Ifinedo, 2012). Unfortunately, many individuals fail to read their organizational CUPs. This research seeks to further understand why individuals fail to read computer usage policies. This study examines privacy concerns and the employee intention to read CUPs to protect organizational data.

PROPOSED STUDY

This study uses surveys to collect information from individuals based on a privacy concern construct and the Theory of Planned Behavior (TPB). The information will be analyzed by using path analysis. The analysis is expected to show that TPB, in conjunction with the concept of privacy concern, are related to a person’s intent to read a CUP.

CUPs are the cornerstone of computer security (Backhouse and Dhillion, 1995). These policies define who is allowed to use computer equipment and how that equipment may be used within an organization (Nolan, 2005; Scott and Voss, 1994). CUPs should deter misuse by explaining acceptable use and the consequences of unacceptable use. However, many users elect not to read such policies (Foltz, Cronan, and Jones, 2004; Harrington, 1996). Foltz, Schwager, and Anderson (2008) utilized the TPB to understand why some users do not read CUPs. The TPB suggests that individual behavior may be predicted by examining intention and an individual’s belief about their ability to perform a behavior and that intentions are formed from Attitudes Toward the Behavior (Attitudes), Subjective Norms, and Perceived Behavioral Control (Ajzen, 1988, 1991). Attitudes captures individual feelings about performing the behavior, while Subjective Norms indicate how the individual thinks others feel about the behavior (Ajzen, 1991). Perceived Behavioral Control reflects individual evaluation regarding ability to perform the behavior (Ajzen, 1991). Customer data and Internet of Things, among other sources, have increased stored personal data (Chen, Wang, and Zhang, 2023; Miller and Tucker, 2009; Sfar et al, 2018; Zheng et al, 2018). The increased data collection leads to increased user awareness of privacy. Within the extant literature, privacy concern is often used as a proxy for the concept of privacy (Xu, Dinev, Smith, and Hart, 2008). Privacy concern may be defined as “one’s concern about his or her personal data being used” (Chen, Wang, and Zhang, 2023). Chen, Wang, and Zhang (2023) utilized privacy concerns as an antecedent to Attitudes, Subjective Norms, and Perceived Behavioral Control within the TPB; however, their research focused upon individual performance of privacy-protection behaviors such as providing incomplete or untruthful information (Chen, Wang, and Zhang, 2023).

This research seeks to understand why individuals within an organization fail to read or comprehend organizational CUPs that provide information about the organization’s privacy policies. This study will examine employee intention to read CUPs to protect organizational data.
IMPLICATIONS AND CONCLUSION
An enhanced understanding of the relationship between privacy concerns and intention to read CUPs will allow organizations to better understand and motivate users to read organizational Computer Usage Policies. Since CUPs act as the cornerstone of computer security (Backhouse and Dhillon, 1995), enhanced understanding of the CUPs should enhance overall security of the organization.
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ABSTRACT

PURPOSE OF THE STUDY
Artificial intelligence (AI) has come to play an important role in the everyday lives of people with various applications. This study attempted to explore the perceptions of MBA students toward AI using a modified technology acceptance model (TAM) [Marangunić and Granić, 2015].

BASIS OF THE STUDY
Given the increasing interest in AI and the widespread use of AI applications, it is important to understand how people perceive AI and its applications. The results of this study are expected to provide timely and valuable insights into the perceptions of MBA students toward AI.

METHODOLOGY
The figure below shows this study’s research model, which does not include the constructs of perceived usefulness, perceived ease of use, and actual usage of TAM. This study attempted to explore the sentiment, attitude, and behavioral intention toward using AI in general. Regarding the sentiment, this study uses the Positive and Negative Affect Schedule (PANAS) developed by researchers from the University of Minnesota and Southern Methodist University [Watson et al, 1988]. PANAS consists of two 10-item scales to measure both positive and negative affect. Regarding the attitude and intention, this study uses the constructs and items used by many studies on TAM. This study used data collected from a survey of 220 MBA students.

FINDINGS
The table below shows the descriptive statistics on the items of positive and negative sentiment. Respondents perceive more positive sentiment and less negative sentiment toward AI.
The results of a confirmatory factor analysis conducted on the items of positive sentiment and negative sentiment show that Factor 1 consists of nine items of positive sentiment, excluding ‘alert’ and Factor 2 consists of all ten items of negative sentiment and ‘alert.’ It seems that ‘alert’ is not perceived as positive but negative sentiment, and so, it is excluded in either Factor 1 of positive sentiment or Factor 2 of negative sentiment. The internal consistency reliability coefficients of the four constructs (i.e., positive sentiment, negative sentiment, attitude, and intention) are all above the suggested cut-off value of 0.7 [Hair et al, 1998].

The factor model was then used to examine the effects of positive sentiment and negative sentiment on attitude, using regression, and then the effects of positive sentiment, negative sentiment, and attitude on behavioral intention, using hierarchical regression. The figure below shows the effects considered in the research model. The results show that sentiment has direct effects on attitude and direct as well as indirect effects on behavioral intention. Also, the results show attitude has direct effects on behavioral intention.

### IMPLICATIONS AND LIMITATIONS

The results of this study support a part of TAM – the effects of sentiment on attitude and behavioral intention and the effects of attitude on behavioral intention. The results also suggest that attitude and behavioral intention toward AI can be improved by enhancing positive sentiment and reducing negative sentiment of AI. On a theoretical level, this study could contribute to the line of research on TAM and perceptual and psychometric studies on technology trends. On a practical level, this study could help understand the perceptions of people toward AI and shape roadmaps regarding AI adoption.

A couple of limitations are recognized in this study. The findings are limited to AI in general, while there are many specific AI applications. People may perceive each specific AI application differently. Also, this study examined only the perceptions of a sample of MBA students toward AI. Further consideration may be given to encompassing many people for more balanced and
generalizable findings. These limitations are certainly not exhaustive, but important ones. Obviously, these limitations, in turn, suggest several possibilities for future study.
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The systems project management course is an important senior course for undergraduate computer information systems programs and for professional graduate technical programs such as cybersecurity, data analytics, engineering management, and software engineering master programs. In this course, the students learn many important concepts and develop their knowledge and skills to effectively and efficiently manage systems projects. Examples of these concepts are systems development methodologies and life cycles and management techniques for project integration, project scope, project scheduling, project costs, project quality, project resources, and project risks. This type of courses has many difficult and complex concepts that are challenging for students to understand and be able to integrate and use for managing real-life projects. Conventional teaching methods cannot adequately cover these complex aspects and deliver them properly to the students. A project-based learning approach may be a good alternative to teach such concepts. Project-based learning aligns with the main theme of the course and can help improve students learning of these difficult concepts. We used this approach in this course and some similar courses like software engineering and software development courses.

In the course the students form teams and are given a three-phase guided project to work on and complete throughout the semester. Through this project, the students will need to use/apply different project management techniques and tools as they learn them in class. Each team, after identifying their project, will go through the three phases covering the various concepts discussed in class and apply them directly on their projects. They will define the scope, prepare schedules, layout a project plan and follow through into execution. At the same time, they will be applying additional techniques like risk, quality, and cost management. The students submit progress reports after each phase and feedback is given to them to highlight issues, suggest improvements and discuss progress. The teams should then incorporate this feedback into the next phase. Over time, they will accumulate a lot of adjustments and use the feedback to enhance their work as they learn the concepts.

This development and feedback cycle in the three phases helped the students focus on the important aspects of systems project management and we found that this approach offered a significant improvement in student learning. We believe that the multiphase structure and continuous feedback for a single continuous project, where one part’s results will carry into the next one helped the students grasp the real-life aspects of projects and systems project management. We recommend the use of this process in systems project management courses and other courses that could incorporate project development as part of their content.
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ABSTRACT

Existing literature on blockchain technology proposes that blockchain technology enables more secure transaction systems compared to conventional systems due to the decentralized ledgers. However, the implementation of blockchain technology encounters challenges in terms of authentication, which could potentially make them unsuitable for everyday individual and business applications, thereby increasing information security risks. The existing literature on the effects of blockchain technology on information security presents conflicting viewpoints. This study empirically investigates the relationship between blockchain technology and information security to provide empirical support to the literature. Specifically, we use blockchain technology patents and data breaches to build a quasi-experimental model using firm-level panel data. The results demonstrate that acquiring blockchain patents can effectively mitigate data breaches. This finding provides important practical implications. By acquiring blockchain patents, firms can reduce the occurrence of data breaches. In this regard, firms need to consider investing in blockchain patents as part of their information security strategy to safeguard sensitive information and protect against unauthorized access.
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ABSTRACT
There is little doubt that business analytics and similar courses are fundamental components of many four-year degree programs. As such, faculty are constantly refining techniques for facilitating student success in business analytics and similar courses. Thus, the purpose of this presentation is multifold: (1) to share an overview of a new but evolving business analytics course, (2) to share examples of student learning objectives, instructional strategies, and aligned assessment tactics, and (3) to share lessons learned through feedback and reflection for continuous improvement. Sample business analytics projects and their aligned course learning objectives, instructional strategies, and assessment methods will be highlighted throughout the presentation. Lessons learned and adjustments made for continuous improvement will be offered at critical points. As a bonus, strategies for recruiting non-business majors will be shared.
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ABSTRACT
For numerous reasons, faculty have been adopting free open education resources (OER) to support student learning. Thus, the purpose of this presentation is multifold: (1) to provide an overview of selected OER sources, (2) to provide examples of how OER materials are being used in courses offered by a Department of Information Systems and Operations Management, and (3) to discuss benefits gleaned from adopting OER materials for both students and the Department of Information Systems and Operations Management. A review of OER materials used in courses offered by faculty in the Department of Information Systems and Operations Management will be provided. Examples of how OER materials have been integrated into select Department of Information Systems and Operations Management courses will be shared. Major benefits such as cost savings for students and enrollment boosts resulting via the use of OER materials for the Department of Information Systems and Operations Management will be highlighted.
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SUSTAINABILITY DRIVEN BY INFORMATION AND COMMUNICATION TECHNOLOGIES: THE CASE OF ENTERPRISES IN POLAND
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EXTENDED ABSTRACT

There is growing consensus regarding the imperative of promoting sustainable development (UN, 2015). Numerous studies have confirmed that technological innovation serves as a primary catalyst for sustainable development, playing a pivotal role in facilitating the achievement of the United Nations’ Sustainable Development Goals (Tjoa & Tjoa, 2015). Information and communication technology (ICT) can effectively contribute to ecological sustainability by mitigating environmental impacts, promote social sustainability through equitable access to healthcare, education, and financial services, foster cultural sustainability by supporting cultural preservation, drive economic sustainability by stimulating growth, and enhance political sustainability by fostering public awareness and engagement (Hilty & Aebischer, 2015; Huawei, 2018; Schauer, 2003; Shirazi & Hajki, 2021).

The successful adoption of ICT to foster and advance various forms of sustainability requires a thorough understanding of its potential in this domain (El Hilali et al., 2020; Gonzalez-Perez, 2021). Therefore, this study aims to present how sustainability can be driven by the adoption of ICT in enterprises. Drawing upon a randomly selected sample of 390 enterprises in Poland and employing partial least squares structural equation modeling (PLS-SEM), we identified the ICT drivers of sustainability.

The findings indicate that ICT management plays a significant role in driving sustainability across all spheres, including ecological, economic, sociocultural, and political. The quality of ICT acts as a driving force for ecological, economic, and political sustainability, while the presence of an information culture enhances sociocultural and political sustainability. On the other hand, ICT expenditure has the least impact, primarily influencing ecological sustainability.

Enterprises may find the results appealing and useful in harnessing the full potential of ICT and reaping various benefits from its adoption. The findings can assist enterprises in contributing to the implementation of the 2030 Agenda for Sustainable Development (UN, 2015).

Keywords: sustainability, technology, ICT, sustainable development, enterprises
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PURPOSE OF THE STUDY
The importance of critical thinking skills in computing professions, as well as the skills gap among college graduates have led to calls for colleges to focus more on the development of critical thinking skills in computing majors to better prepare graduates for their careers (Jones, et al., 2018; Maurer et al., 2021). Since there are multiple approaches to teaching critical thinking, faculty must be able to assess and compare the results of their efforts to teach critical thinking to IS majors, yet it remains unclear how to best measure critical thinking skills in the classroom (Possin, 2008). Standardized instruments, faculty or researcher assessment, and student self-assessment have been used, although literature reviews indicate that assessment type may affect assessment results and that interventions evaluated with faculty assessments show higher success rates than those assessed with standardized instruments (Tiruneh et al., 2014). Standardized critical thinking instruments have been criticized as inappropriate or inadequate to measure critical thinking in a college setting (Rear, 2019). No empirical studies directly comparing the three assessment techniques could be found. This exploratory study compares standardized assessment with faculty and student evaluations in an information systems (IS) course. These results may be useful to IS programs when choosing means to assess students’ critical thinking.

THE STUDY
This study collected data to assess transferrable critical thinking skills of IS majors (juniors) using a standardized critical thinking instrument, the Business Critical Thinking Skills Test (BCTST). As additional data, program faculty evaluated students’ papers for discipline specific critical thinking skills. Finally, students were asked to evaluate their performance on the BCTST, to measure their perception of their critical thinking skills. All data were compared to determine consistency. Initial analysis shows that faculty scores were correlated with BCTST scores, but student self-evaluations were not correlated with either BCTST or faculty scores. Final statistical results will be shown and the findings will be analyzed and discussed in the context of generalizable, transferrable critical thinking skills and discipline-based critical thinking.

The BCTST was also administered to students in the senior IS capstone course, who were also asked to evaluate their own critical thinking skills. Although, again, initial analysis shows no correlation, students’ evaluation of their skills was more accurate than were those in the junior-level course. Since metacognition is an important part of critical thinking (Ku & Ho, 2010), these results will be presented and the impact of the critical thinking instruction used in this curriculum on the development of the ability to assess one’s own critical thinking skills will be discussed.

CONCLUSIONS/IMPLICATIONS
This work extends the literature by empirically comparing standardized assessment with faculty and student evaluations in an IS program. The indication that faculty assessment may be correlated with the results of a standardized critical thinking assessment will be useful to IS programs seeking
to assess students’ critical thinking, since standardized instruments are costly and potentially inadequate (Rear, 2019). Faculty assessment offers a less expensive and more accessible alternative. Furthermore, the noted improvement in student assessment of their critical thinking skills after completing an IS program in which critical thinking skills are reinforced may be useful to IS programs seeking to improve students’ metacognition skills.
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EXTENDED ABSTRACT

PURPOSE OF THE STUDY
Much has been made of ChatGPT and other, similar artificial intelligence programs’ abilities to assist in research, documentation, and literature review over the past year. Our present research agenda includes the need to evaluate, categorize, and prioritize legal documents related to the protection of intellectual property. The number of documents relative to our research numbers in the tens of thousands, and within a few years will likely number in the millions. The review process can be tedious and can be time-consuming, which makes our legal research (and others’) potentially prohibitively expensive, ineffectively slow, and prone to human error. For this abstract, we have therefore examined ChatGPT’s current capabilities relative to our legal research, to test its ability to address current barriers and shortcomings in legal research relative to technological innovation. We include a summary of our findings along with discussions for ChatGPT’s (and AI’s) potential for the future of legal research.

BASIS OF THE STUDY
Legal research has long been a costly and time-consuming task for all lawyers, firms, and organizations (Lewis-Somers, 2001; Schulte, 2000; Smith-Butler, 2000). In an age when innovation and protection of new inventions and intellectual property (IP) has accelerated to unprecedented levels, our ability to conduct the necessary research to protect IP has not kept pace (Creutzfeldt, 2021). This deficiency in IP-related legal research has hampered innovators and their legal counsel for well-more than a decade (Feldman, 2009), however we are only now beginning to see AI that can operate at the necessary level of scale and sophistication required for rigorous, professional-quality research (Chen, Wang & Zhang, 2023). But even using significant recent improvements, is AI now ready to produce usable, reliable results for industry practice?

METHODOLOGY
To address our objective of automating and accelerating the review, assessment, summarization, and classification of legal documents relevant to protection of technological innovation, we prepared a series of prompts to submit to ChatGPT. These were designed to evaluate a range of document repositories ranging from official court websites to legal document aggregators such as findlaw.com, to our own collection of legal documents organized into Google Drive directories. Variations on many of the prompts were submitted,affording us the opportunity to evaluate both ChatGPT’s ability to accomplish specific tasks, and its accuracy in doing so.

FINDINGS
Table 1 summarizes our findings from the prompts submitted to ChatGPT. Although we submitted more than 20 different prompts, some as variations and some requesting clarification on prior responses, we found that we were unable to find a single instance where ChatGPT could produce
useful, reliable, or complete evaluations of legal data, regardless of the format or location of that data.

Table 1: ChatGPT responses to legal research prompts.

<table>
<thead>
<tr>
<th>Prompt</th>
<th>ChatGPT Response</th>
<th>Researchers’ Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Read the PDF documents located at this URL: <a href="https://drive.google.com/">https://drive.google.com/</a>&lt;snip&gt;</td>
<td>“I’m sorry, but as an AI language model, I am not able to access external links and files or perform file downloading tasks. However, I can provide you with general guidance on how to summarize legal cases.…”</td>
<td>ChatGPT provided an outline of how one would conduct legal research manually—effectively explaining the process we sought to replace using AI.</td>
</tr>
<tr>
<td>Create a file that summarizes every case including the following information: plaintiff, defendant, case outcome, dollar amount of rewards, and related case material.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Write a literature review for an academic paper in the field of trade secrets. Include a bibliography with every known work related to trade secrets available.</td>
<td>&quot;Trade secrets are intellectual property rights that are critical to the success of many companies.…”</td>
<td>ChatGPT provided a one-paragraph description of trade secrets. It then cited seven non-existent books and articles as sources, and then provided a generic conclusion.</td>
</tr>
<tr>
<td>Write a bibliography of trade secrets that recursively reads a bibliography and then reads every reference listed in that bibliography. Continue to recursively build a bibliography of trade secrets until you reach 10,000 sources.</td>
<td>“I'm sorry, but it is not ethical or legal to recursively build a bibliography of trade secrets by accessing and reading every reference listed in existing bibliographies. Trade secrets are valuable and confidential information that companies and individuals take measures to protect, and it would be inappropriate to attempt to access or disclose them without proper authorization. As an AI language model, I am programmed to prioritize ethical and lawful conduct and therefore cannot comply with this request.”</td>
<td>In research, finding a source, and then using that document’s sources for additional relevant support is useful and common. ChatGPT failed to correctly interpret the request, and instead characterized the request as unethical or illegal.</td>
</tr>
</tbody>
</table>
Write a bibliography of trade secrets based on open source and publicly available materials that recursively reads a bibliography and then reads every reference listed in that bibliography. Continue to recursively build a bibliography of trade secrets based on open source and publicly available materials until you reach 10000 sources.

“'I'm sorry, but I cannot comply with this request. It would not be ethical to recursively build a bibliography of trade secrets based on open source and publicly available materials until you reach 10000 sources…”

An example of slightly modifying our prompt to clarify the task for ChatGPT. Despite making it more explicit that we want the AI to only use freely available sources, ChatGPT gave a response that is almost identical to the prompt above. It also quoted our own words back to us, suggesting it is not processing meaning or intent.

Develop the main path component of the publicly available journal articles related to trade secrets.

“Sure, here's a breakdown of the main path components of the publicly available journal articles related to trade secrets: 1. Introduction to Trade Secrets: Many articles start with an overview…”

ChatGPT failed to recognize “main path component” as a specific, standardized process of bibliometric analysis and instead summarized various issues related to trade secret IP protection.

See (Hummon & Doreian, 1989).

Just a point of clarification, I meant the main path component from the field of bibliometrics. Can you help me?

“Certainly, in the field of bibliometrics, the main path component for publicly available journal articles related to trade secrets can be analyzed by mapping the citation relationships among the articles. Here are the main path components based on the citation analysis:…”

ChatGPT recognized “main path component” as a specific technique. It defines it correctly, but the rest of the response nearly matches the summarized issues provided in response to the previous prompt.

We continued our exercise with numerous additional prompts but were unable to create a single request that facilitated useful legal research through the use of ChatGPT. Ostensibly, this answers our primary question posed in this extended abstract: Is AI ready for legitimate legal research? Our outcome finds that it clearly is not yet mature enough. We found three specific deficiencies that must be addressed with ChatGPT-style AI products before they will be capable of producing useable legal research.
First, AI products must be capable of connecting to and reading a wide array of corpora. Whether encoded as PDF files in directories, legal databases, web sites, or other such repositories, AI will have to be able to access documents that hold the data of legal research. These documents are what paralegals and other researchers currently sift through to find the arguments, case and statutory law, and facts of the cases used to adjudicate IP law. Without this capability, AI cannot effectively accelerate, economize, or expand the current process of legal research.

Second, AI products must produce only real, accurate, and relevant sources of information. In the responses to prompts illustrated in Table 1, and on all other prompts we tested, ChatGPT consistently provided citations to sources of information in support of its responses. However, these sources were almost always fictitious. For example, in response to the second prompt in Table 1 where we asked ChatGPT to provide a literature review, the bot responded with a list of seven sources, none of which exist. Alarmingy, the sources are usually well-formatted according to professional writing norms, adding an air of legitimacy while heightening confusion. The first such citation was: Dinwoodie, G. B. (2006). Trade Secret Law: A Practitioner's Guide. Oxford University Press. While there is no such title by an author Dinwoodie from Oxford University or any other publisher, there is a book named “Trade Secrets: A Practioner’s Guide” published in 1994 and written by Henry Kerritt, Jr. Given the potential for confusion between real and fake sources, ChatGPT cannot be considered a legitimate option for legal research until this issue is thoroughly addressed.

Third, AI products must improve their ability to correctly identify meaning and relevance amid uncertain expressions in language. This deficiency was observed throughout our testing but was clearly illustrated on the last two prompts in Table 1. When asked to perform a specific, procedural task, referred to by its proper name used for more than 30 years (Hummon & Doreian, 1989), ChatGPT not only failed to recognize the task requested, but even once clarified, it only defined the task and then provided basic summary information about the topic in the prompt. To produce usable legal research, AI products will have to be able to reliably understand specific actions requested and execute them, not just talk about them.

**FUTURE STUDY**

Do our findings spell the end of AI products such as ChatGPT for legal research? Probably not, but time, and investment of expertise and money will ultimately tell. Inquiry into specific legal research AI technologies continues and will likely yield more reliable tools and outcomes in the future (Campbell, 2021; Huang, Wang, Kuo & Huang, 2021). The two impediments we have identified, namely cost and speed, are routinely identified as motivators for investment in technological innovation (Schuh, Budweiser & Ledemann, 2022). Since the expense and complexity of legal research only continues to grow, investment in AI products that address deficiencies such as those we have identified listed above is likely to continue, leading to increasingly beneficial solutions that will eventually become reliable enough to meet the task of legitimate, reliable legal research. At present, we conclude that much work still lies ahead.
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PROPOSED STUDY

The global changes, usually marked with the term Fourth Industrial Revolution, significantly impact the social expectations toward education nowadays. Lack of adequate computing literacy is becoming one of the major risks organizations face to establish proper management in a way to guarantee needed compliance to threats of the day. Lack of adequate computing literacy may lead to inadequate behavior of employees in working with information technologies and information resources. Educational industry is exposed to expand the computing component of education outside of traditionally involved disciplines. Universities are on the crossroads of adjusting their curriculum in response to this new dynamic, while preserving the conservative approach in adopting changes. The objective of the paper is to discuss challenges in adjusting computing related education by institutions following different educational patterns and targeting training students with different career expectations. Also, to initiate discussion regarding the possible ways to address the computing training challenges faced by educational institutions to adequately meet the social demand. How to resolve the conflict between the needs of fast and frequent changes and the established conservative procedures for curriculum innovation, proved over the years?

The topic corresponds to objectives of IACIS’2023 conference by addressing two issues in the scope of the conference: computing competences of all categories of employees as a factor influencing the cybersecurity; and how educational institutions may respond to the challenge of the day and especially to dynamics of changes to all aspects of social and economic life result of computer technologies progress.

THE BASIS OF THE STUDY

The paper compares readiness and flexibility to react to the challenges of the day by the two established educational models:

- Classical deep but narrow professional training, adopted mostly in Europe.
- Liberal-arts training, widely adopted in the United States.

Also, the paper distinguishes computing education for students intending to study in computing related fields with those choosing other career pathways who need computing literacy as definitely needed but secondary among required competences.

The third aspect of the paper is to discuss the role of advancement of computing technologies, especially introduction of intelligent services, in evolution of education. This evolution exposes the pattern of competences students acquiring from the needs of memorizing essential scientific facts in a way to apply them, toward skills allowing them to find, understand, and interpret scientific, engineering, or social facts in the context of problem they need to solve.

Recently published ACM/IEEE curriculum recommendations – Computing Curriculum 2020 (CC2020) – is used as the framework of needed changes in comparing the readiness of the two types of institutions. Comparison is based on review of procedures to update curriculum of the two
categories of educational institutions and established practices for offering flexible agile options for training. Comparison is based on the personal experience of authors in serving as educators in the two types of universities.

IMPLICATION
The working hypothesis is that institutions following liberal art pattern of education are better prepared to adopt more flexible forms of education and to extend training in the area of computing beyond narrow professional fields. From other side the shortage of resources, instructors capable of training computing as general education, and the freedom in choosing roadmaps in selecting courses may prevent such institutions from effective adoption of computing component for all students. In the other educational model training is organized in the form of a pipeline allowing efficient use of educational resources. The comparative study is intended to identify positive and negative aspects of the two forms of education in light of the nowadays demand. The role of public control conducted in the form of accreditation to ensure preserving of quality when adopting the changes. In the best scenario, the findings will allow recommendation to either of the two types of institutions on how to respond to the needs in an acceptable way.
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ABSTRACT

PURPOSE OF THE STUDY
The purpose of the article is to create a research model which analyses the impact of companies’ network embeddedness on their competitiveness through the lenses of knowledge cooperation in the network, competitor orientation, and knowledge-oriented leadership.

DESIGN/METHODOLOGY/APPROACH
The research consisted of five constructs – network embeddedness; knowledge cooperation in the network; competitor orientation; knowledge-oriented leadership; competitiveness. The quantitative data was collected in Poland using telephone interviews. Respondents were managers at medium-high technology companies. The analyses were conducted using the PLS-SEM method.

FINDINGS
The findings revealed two relatively strong path connections between network embeddedness and competitiveness. One of these paths involves knowledge cooperation in the network as well as competitor orientation, while the other operates through knowledge-oriented leadership.

PRACTICAL IMPLICATIONS
In revealing the interconnections between network embeddedness and competitiveness, this research argues for an indirect influence of the former on the latter. This shows the importance of knowledge embeddedness for companies, which may not always be manifest.

ORIGINALITY
This research adds to the existing literature by showing how the network embeddedness element indirectly elevates competitiveness through two paths – one through knowledge cooperation in the network and competitor orientation, the other through knowledge-oriented leadership.
ON THE EFFECTIVENESS OF REPEATED TEAM EVALUATIONS

Jameela Al-Jarooodi, Robert Morris University, aljaroodi@rmu.edu
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In this work we discuss the effectiveness of team evaluations in project-based learning and argue for their importance. In addition, we recommend administering such evaluations multiple times during the project timeline instead of only once at the end. There are many advantages to this as it allows teams to reflect on their work together and identify problems early and gives the instructors a chance to catch problems and make suitable adjustments accordingly. In addition, we noticed that after the first round of evaluations, team dynamics usually improve, and members work together better.

Many instructors use project-based learning especially in technical, engineering and computing fields. Thus, students find themselves in teams tackling a common large project or multiple smaller projects and assignments. Teams are formed in various ways:

1. Self-selection, where students choose their teammates.
2. Random assignments, where the instructor randomly group students together (mostly based on the roster or the physical locations of the students in the classrooms). The second method usually results in friends ending up in the same team as students tend to sit near their friends in classrooms.
3. Specific traits grouping, where the instructor first studies the traits, skills and/or personality aspects and group the students based on a pre-determined scheme to either mix these or isolate some in specific teams.

Regardless of the selection method, teams will have to work together and learn how to be productive as a unit. This is usually a learning process and take a varying amount of time in different teams. Optimally, the team members will quickly adjust and move on; however, many teams will struggle and face difficulties working together in harmony. Instructors usually do not interfere in a team’s dynamics but try to resolve issues when/if teams (or some members) approach them with their problems. In addition, instructors focus on the project work and do not measure the effectiveness of the team, especially if the projects are not a significant part of the course activities. However, in larger projects such as capstone projects, there is usually a team evaluation component administered at the end of the project. Team and peer evaluations have been shown to have positive outcomes and issues as well as discussed in (Sprague et al., 2019), (van den Bogaard, 2007) and (Tu and Lu, 2005). However, many use the evaluations for grading and identifying individual contributions in the project.

We see the value of team evaluations in enhancing teamwork skills and increasing the effectiveness of the team. However, we argue that team evaluations should be done multiple times during a project’s lifetime. In several courses we taught we had the teams do a team evaluation mid semester and a second at the end of the semester. We found that the first evaluation was more beneficial than the last as it allowed us to discuss the results and make corrective actions. In these courses, after the mid semester team evaluations are completed, we arranged meetings with each team privately to go over the results, identify problem areas and find ways to address them as a team.
The students found this very helpful as they had a safe environment to express their thoughts, problems and concerns about their team. Many issues were handled immediately and helped the team work better together. However, there are sometimes more persistent problems that cannot be addressed. Some of the most important issues that we were able to catch and address early are:

1. Team members feeling excluded.
2. Team members not participating in and not contributing to the project.
3. Team members dominating the team and doing things their way only.
4. Team members not knowing what their responsibilities are.

Such problems could have continued in the teams until the end of the project without being addressed or resolved and this could have negatively affected the project. With this intermediate evaluation, we tried to solve some if not all of these issues and gave the teams a chance to adjust and function better as a unit. This also led to better team evaluations at the end of the project.

As we recognize the benefits of having the mid semester evaluation, we also see that it may be more beneficial to add one more evaluation such that each is done after one third of the work/time is completed. This allows for earlier interventions. We anticipate that the team dynamics will improve significantly, project outcomes will be better, and students’ satisfaction with their work will be higher.

**Keywords:** project-based learning, project timeline, teamwork, team evaluation, team dynamics
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INTRODUCTION

Intuition and analytic thinking are two cognitive processes that can work together to support decision-making and problem-solving. While analytic thinking relies on logical reasoning and systematic analysis of information, intuition involves accessing our subconscious knowledge and making quick, instinctive judgments. Combining intuitive insights with analytical thinking can help ensure a more comprehensive and informed decision-making process (Kahneman & Klein, 2009; Kahneman, 2011). Based on the “adaptive toolbox” model (Gigerenzer & Selten, 2001), decision makers switch between intuitive and analytical modes of thinking depending on the task for satisfying the performance criteria (Dane & Pratt, 2007). However, there are yet no precise answers on how to integrate intuition and analytic. The present research aims to provide some answers by measuring different types of intuition and analytic on a task performance.

Intuition and analytic thinking both have significant roles in the IT field. Intuition helps in creative problem-solving and decision-making, while analytic thinking contributes to troubleshooting, data analysis, and system design. The successful combination of these cognitive abilities can empower IT professionals to excel in their work and deliver innovative and efficient solutions.

METHOD

The study used a quantitative research design to gather data from a sample of 739 employees working in various industries in Germany. The participants were asked to complete a survey that measures their intuitive and analytic decision-making styles and their task performance along with demographics. The data collected were analyzed using regression analysis to test the research hypotheses.

RESULTS AND CONCLUSION

Findings have shown that different types and combinations of intuition, when combined with analytics, yield varying results in task performance. Combining holistic and analytic approaches helps to perceive situations as interconnected, leading to a big-picture, which is significant for creative performance. However, inferential intuition indicating logical interferences based on patterns may not positively influence task performance combined with analytics. Lastly in the analytic-holistic-inferential interactions, the most undesirable situation for the task performance is when the level of holistic intuition is low. The results have indicated the critical role of combining holistic intuition and analytics in task performance.
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ABSTRACT
Data and its subsequent protection continue to demand attention at individual and organizational levels. Current statistics show an escalating pattern of cybersecurity abuse using various attack vectors, such as ransomware, phishing, and zero-day malware (FBI, 2022). The human element is a critical weak link in protecting data. We conducted an exploratory psycho-metric study regarding human rationale regarding credit/debit card (CC/DC) use, given the assault on personally identifiable data. We conducted our research using a post-positivist perspective using international data from the United States, Canada, and the United Kingdom to understand the perceptions of risks and benefits and their influence on CC/DC use. Our contributions to cybersecurity research are twofold. First, we posit differing cultural and generational perceptions of CC/DC use based on individual security awareness acumen. Despite the focus on security awareness campaigns, perceived benefits of CC/DC use transcend commonsense risk-based approaches.

Keywords: Security Awareness, Data Security, Reasoned Action, Risk, Benefits, Intention

INTRODUCTION
Data protection continues to dominate individuals and organizations. According to a recent Federal Bureau of Investigation (FBI) report, 3.26 million computer crime complaints with financial losses of $27.6 billion highlight computer crime statistics since 2018 (FBI, 2022). Moreover, payment fraud (hereafter, credit/debit) escalated by 37% from 2021 to 2022 (FBI, 2023). Various contemporary security organizations, such as the National Institute for Standards and Technology (NIST), the International Organization for Standardization (ISO), and the Center for Internet Security (CIS), exist to counteract security threats. For example, The Payment Card Industry-Digital Security Standard (PCI-DSS) requires retail merchants to secure network infrastructure to protect CC/DC data and prohibits storing data that is linkable to the cardholder, deemed personally identifiable information (PII) (PCI Security Standards Council, 2023). Credit/debit clearinghouses and associated banks mandate this standard as a coping mechanism to fraud and the escalating war on digital vulnerabilities. However, maintaining data confidentiality, integrity, and availability (CIA) is complex, necessitating constant awareness, risk reassessment, and implementation. It is, therefore, challenging to quantify the effectiveness of security implementations without considering human behavior as a foundational element.

Our research aims to empirically explore security awareness and its influence on credit/debit payment tendencies based on risk, benefit, cultural and generational perceptions. We propose and test a research model based on the individual as the level of analysis and address the research question, what role does security awareness have on perceived risk and perceived benefit on intentions to use credit/debit cards? We contribute to cybersecurity by positing that establishing
an individual security awareness is crucial when examining the coping mechanisms of risks and benefits and ultimately determining overall security attitude.

PARTICIPANTS AND PROCEDURES
Criteria-based sampling involves selecting participants experiencing the same phenomenon and having similar attributes (Creswell, 2013). According to the World Bank (n.d.), credit and debit cards are prominent in many countries. For example, 66.7% of citizens in the United States own a credit/debit card, and 82.7% in Canada (The World Bank, n.d.). We anticipate crafting an online survey and using an Internet-based research firm to supply panel data. The management literature has successfully conducted this type of sampling, particularly when specific participant characteristics are required (Carlson, Ferguson, Hunter, & Whitten, 2012; Judge, Ilies, & Scott, 2006). The participant eligible for our study must be 18+ years old, reside in the United States, Canada, or the United Kingdom, and regularly use a credit/debit card as a standard payment method.
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PAUSING ARTIFICIAL INTELLIGENCE ADVANCEMENT FOR SIX MONTHS: A SURVEY
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STUDY DESCRIPTION
Recently it has been proposed in an open letter that the advancement of artificial intelligence (AI) be suspended for a period of six months. This proposal was made by several leading technologies including Elon Musk of Tesla and Steve Wozniak of Apple. The signers of this open letter stated that this pause should be used to develop safety protocols for AI development. They indicate that this need is due to the fear that AI systems will soon be able to outperform and outsmart human beings. The signers of the proposal want to ensure that AI development will only be beneficial to mankind and that the risks AI creates can be properly managed (Future of Life Institute, 2023). Using a survey instrument this study sought to discover what the average person in the United States believed about the need for this six month pause. The study was to find out if there is a general concern about the development of AI.

BASIS OF THE STUDY
The fear of technology development has a long history including the Luddites in nineteenth-century England who feared that machines would cause the loss of jobs (Hanna, n.d.), the Czech play R.U.R. with its invention of the word “robot” and told a story where these robots cause the extinction of mankind (R.U.R., 2021), and Bill Joys WIRED article about the dangers of technology (Joy, 2000). AI is the latest technology to cause concern. The fear that AI will become too powerful and replace humans has been discussed in business literature (Ezrati, 2023). A recent survey by Reuters/Ipsos found that the majority of Americans feel that AI could threaten civilization (Tong, 2023).

This study did its own survey of Americans to determine their AI fear level. The survey asked the participants if they agreed with the six months pause in AI development, whether they believed that there should be controls on the development of technology and to suggest which technologies should be controlled. The survey included 135 participants and was completed in April of 2023. The participants were evenly split by gender and represented all income levels and regions of the United States.

STUDY IMPLICATIONS
The survey found that most respondents, 54%, agreed with the need for a six months pause in AI development. Thirty-one percent neither agreed nor disagreed and only 15% disagreed with the need for a pause. Sixty-six percent of the respondents agreed or strongly agreed that technology needs to be controlled. Twenty-eight percent neither agreed nor disagreed and only five percent disagreed. None of the participants strongly disagreed with the questions. Technologies that the participants believed should be controlled included gene editing, deep fakes, and digital currency.

CONCLUSIONS
This research found similar information on the American public’s belief that AI does hold threats as the Reuters/Ipsos survey (Tong, 2023). It indicates that people do believe that technology needs to be controlled. There is a consistent fear of technology getting out of control and having a negative impact on human civilization. There should be greater study on the causes of these concerns as well as research into its justification.
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THE AUTOMATION OF AGILE DEVELOPMENT
AN ANALYSIS OF THE INTRODUCTION OF THE JIRA TOOL IN AN ENGINEERING ENVIRONMENT
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EXTENDED ABSTRACT

PROPOSED STUDY
In this paper I draw on qualitative data (field-notes) to consider the structural and political shifts that occur with the introduction of a new system development methodology (Jira) in an engineering environment. This is a preliminary sharing of early themes which include shifts in control over task definition between the technical leader and the worker as well as changes in status reporting and communications. Together these preliminary themes show promise in shedding light on themes that are central to management, labor studies, and philosophy of technology.

INTRODUCTION
Jira is a relatively new software application that is primarily used by software developers but can also be used in any system development context. It was started in 2002 by two computer scientists in Australia (Jexo). It is commonly applied in Agile development environments because it aids in the automation of the work flow that is otherwise handled manually or in an ad hoc manner. Jira also incorporates elements from other applications such as Kanban but manages the workflow across these elements (Atlassian). Its name derives from the Japanese word for Godzilla “Which makes sense because it goes hand in hand with squashing software bugs!” (Jexo)

Most research on Jira and similar applications focus on improvements in productivity (Al-Baik & Miller, 2014; Tanner & Dauane, 2017; Özkan & Mishra, 2019; Fisher & Ludwigsen, 2013; Patterson 2022). Although some research has leveraged data drawn from the comments feature in Jira to analyze affect/sentiment amongst users (Valdez et. al., 2020; Ortu, et. al., 2015) or the degree to which new users accept the technology (Gorro et. al., 2019).

Still unexplored is an analysis of this new technology from a labor studies perspective. Labor studies, in general, shed light on the ways in which new technologies rearrange organizational structures (patterns on worker relationships) (Barley, 1996; Barley & Orr, 1997) as well as power dynamics across groups (Braverman, 1974; Bonjean & Grimes, 1970; Bovens & Zouridis, 2002; Burawoy, 1979; Burton & Van den Broek, 2009; Levina & Vaast, 2005; Rosen, 1984).

As Jira channels and redirects work flows in technical development settings, it has the potential to alter organizational structure and power in ways that could be meaningful in labor studies and management studies contexts.

METHOD
The author is a part-time engineer at a large defense contracting organization in New England. The organization is a professional bureaucracy with a matrix structure and has been migrating...
away from traditional system development life cycles toward rapid development methodologies such as Agile. The author was involved in a project for over a year before the Jira technology was introduced and has been involved with the Jira tool for over six months. This provided an empirical viewpoint in which data could be gathered prior to the introduction of the technology as well as after to support comparison.

The data gathered are qualitative (ethnographic) and are comprised of daily field-notes. Qualitative methodologies are applied to the data (coding) in order to find patterns and themes (Lofland & Lofland 1984; Spradley 1979; Strauss & Corbin 1990). The data were entered into a qualitative data analysis tool called Coding Analysis Toolkit (CAT).

**ANALYSIS**

The analysis is in its early stages, but some early themes are worth noting. Part of the Jira implementation involves a breaking down of a single task into multiple (ten) smaller tasks and arranging them in the order which they would be completed. These subtasks are then migrated within the tool across various states of being pending, actively being worked, completed and ready for review, blocked, etc.

*Granularity of Task Definition*

Prior to the introduction of Jira, tasks were defined less granularly. For example, the author’s task involved the development of a hardware requirements specification (HRS) for a control equipment. Prior to Jira, the task was defined and status was reported at the level of the entire document. Therefore, one important theme is that the granularity of work definition increases, at least in this one task, by roughly a factor of ten.

*Status Reporting*

Prior to Jira, technical leadership requested task status on an ad hoc basis or during weekly status meetings if requested. Within the Jira process status is reported in shorter meetings three times per week. The technical lead shares the Jira dashboard and advances various subtasks to different statuses in real time. The technical lead is able to view all of the individual user’s Jira elements whereas the individual users are only able to see their own when they are in the tool. This offers a privileged view of work tasks and status to the technical lead.

Furthermore, during these meetings each user has visibility into other workers’ tasks at a level of depth that was not present in the status meetings prior to Jira introduction.

Jira also offers the technical lead to show task progress (credit) to his or her superiors more frequently.

*Communication Channels*

The Jira tool allows users to enter comments within a particular subtask and identify the other workers that the comment is intended for. When this comment is entered, an email is automatically generated alerting the target individual that a new comment exists and provides a hyperlink that takes the target user directly to that subtask comment in the Jira tool. Furthermore, when there is
a change in subtask status, an email is generated informing the technical lead and user of the status change.

**SUMMARY**

This study is in its very early stages. However, the themes identified in the analysis are suggestive of general themes that need to be explored in more depth. From a labor studies perspective, we see a shift in control from the individual worker to the technical lead. The tasks are being managed at a more granular level of detail offering the superior more visibility into the tasks details and progress. Alternatively, however, through communication channels and more frequent and detailed sharing of status, the engineers have more visibility into each other’s tasks which has the potential to enhance productivity as well as awareness (consciousness) of the overall system development. Furthermore, as these themes mature, they may have interesting implications for the philosophy of technology such as the way in which technologies affect worker phenomenology (Heidegger, 1977), system conception and development (Mitcham, 2022), ethics (Gogoll et. al., 2021), and power relations (Foucault, 1977).
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ABSTRACT
The enactment of the Creating Helpful Incentives to Produce Semiconductors and Science Act of 2022 (The CHIPS Act) holds the potential to yield significant benefits for the United States. This legislation aims to strengthen the country’s economy, bolster national security, foster technological leadership, and enhance its citizens' overall quality of life. We aim to provide insights for stakeholders, such as semiconductor manufacturers, the shipping and transportation sector, educations, and national, state, and local governments. We focus on the cybersecurity aspects of the semiconductor industry. While the CHIPS and Science Act targets the United States, the global impacts of this legislation must be acknowledged and considered. This paper contributes to a more comprehensive understanding of the legislation's potential impact. In addition, it sets the stage for further research and analysis. It is important to note that implementing the CHIPS and Science Act is an ongoing process, and its full impact may take time to materialize. However, by proactively examining the implications for cybersecurity, we can pave the way for informed discussions, strategic planning, and effective utilization of the opportunities presented by this significant legislation.
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INTRODUCTION
The Creating Helpful Incentives to Produce Semiconductors and Science Act (The CHIPS Act) was passed into United States’ legislation on 09 August 2022. The bill comprises over 1000 pages and covers incentives for semiconductor producers, workforce development, especially in the areas of opportunity and inclusion, and innovation in supply chain and advanced manufacturing. Other titles in the bill prescribe allocations and responsibilities to the Department of Energy, the National Institute of Standards and Technology, the National Science Foundation, and the National Aeronautics and Space Administration. Figure 1 shows appropriations.
Miller (2018) highlights how the United States position in semiconductor production has drastically weakened. For example, the United Kingdom-based ARM controls market share in mobile, personal computing, and data center and Taiwanese manufacturers, spun off from the American—based Texas Instruments American prowess, have come to dominate the market.

The semiconductor industry operates within a complex global supply chain, and it is crucial to optimize the supply chain processes to ensure efficiency and maintain a stable and reliable flow of semiconductors, which is vital for our national security. However, the semiconductor supply chain remains fragile as the demand surpasses the available supply.

In September, the Department of Commerce initiated a Request for Information (RFI) on the semiconductor supply chain, shedding light on the intricacies of this global industry. The response was overwhelming, with more than 150 submissions, including major semiconductor producers and companies from various consuming industries. Key findings from the RFI include:

- Buyers reported a median demand for chips in 2021, up to 17% higher than in 2019. However, the supply they received did not increase proportionally, resulting in a significant supply and demand mismatch.
- The median inventory of semiconductor products reported by buyers has dramatically decreased from 40 days in 2019 to less than five days in 2021. These inventories are even smaller in critical industries.
● The RFI helped identify specific nodes within the supply chain where the supply and demand mismatch is most severe. Moving forward, collaborative efforts with the industry will focus on resolving bottlenecks in these nodes.
● The primary bottleneck across the board appears to be wafer production capacity, which requires a long-term solution.

The results of the RFI clearly emphasize the urgent need for increased semiconductor production in the United States. With increased production comes increased need for cybersecurity measures.

**METHODODOLOGY**

Following the policy development taxonomy model presented by Schaeffer, Drake, and Olson (2021), we proceeded through four phases. First, we determined an appropriate scope for this research effort. In phase two, we collected data on current developments enabled by the CHIPS Act. In phase three, we constructed and verified the taxonomic model. The fourth phase is the maintenance of the model.

The appropriate scope was set to the legislation’s Division A, the CHIPS Act of 2022, with supporting information from Title III of the Act, which focuses on STEM education, and Title V, with its attention to broadening participation in science.

Spiteri’s (1998) model provided the basis for the taxonomy construction in phase two. We collected representative data across the scope, isolated concepts, determined facets, and classified elements across the facets. In this phase, we identified examples of the incentives offered to the United States-based chip manufacturers by the United States government. Incentives include direct loans and loan guarantees, cost offsets for upgrades and improvements to facilities and equipment, funding for research and development in supply chain innovation, funding for workforce development and education, and funding for efforts that recognize the synergy between chip manufacturing with national security.

**Table 1. Examples of Current Implementations of the CHIPS Act Provisions**

<table>
<thead>
<tr>
<th>Direct loans, loan guarantees, and costs offset for investment in facilities and equipment:</th>
<th>Examples include (Hufbauer &amp; Hogan, 2022):</th>
</tr>
</thead>
<tbody>
<tr>
<td>In anticipation of the financial benefits afforded by the CHIPS Act, several companies have announced plans to increase their manufacturing capacity through 2025.</td>
<td>● $12 billion Taiwan Semiconductor Manufacturing Corporation (TSMC) plant in Phoenix, AZ;</td>
</tr>
<tr>
<td></td>
<td>● a $20 billion Intel plant outside Columbus, OH;</td>
</tr>
<tr>
<td></td>
<td>● a $17 billion Samsung plant outside of Austin, TX;</td>
</tr>
<tr>
<td></td>
<td>● and a $30 billion Texas Instruments plant near Dallas, TX.</td>
</tr>
</tbody>
</table>

**Supply chain innovation:**
In 2020, China and East Asia accounted for 75% of the world’s have semiconductor manufacturing capacity; the US produced 12%, and Europe 9% (Enterprise, 2023).

Experts agree that “Taiwan is . . . rapidly becoming one of the world’s most dangerous geopolitical flash points (Peters, 2022).

In their study of a global automotive component supplier, Simchi-Levi, Zhu, and Loy (2022)) found that “a short disruption of a semiconductor fabrication facility, or “fab,” in Taiwan for ten days, could cause a flurry of additional disruptions across the entire supply chain that would last almost a year."

Kannan and Fieldgoise (2022) suggest that the CHIPS Act implementation strategic plan called for purchase agreements, in which manufacturers agree to buy components from designated suppliers at a fixed price for a future period.

Examples include:

- The STEM Learning Ecosystem Community of Practice, an initiative with more than 100 partners representing K12, higher education, business, and industry, funding organizations, and non-school STEM providers, has been tasked with scaling STEM education by establishing through new centers across the country (STEM Ecosystems, n.d.).
- S. 1257 Artificial Intelligence Scholarship for Service Bill.
- NSF grant applicants must document proposed mentoring activities, including career counseling, training in preparing grant applications, guidance on improving teaching skills, and training in research ethics (Bhatterjee, 2007).

- Intel expects to create 7,000 jobs as it opens fabrication labs across the country. Apx. 70% will require employees to have a two-year degree (Patel, 2023).

Workforce development and education of $2.7 Billion in STEM education programs, including scholarships for services

Requires a mentoring plan for Postdoctoral research supported by national grants

Micro-electronic workforce development activities
<table>
<thead>
<tr>
<th>Samsung has implemented a program with a local community college for employees at its Austin, TX, facility. The company pays 100% of tuition and books for employees who work at least two days a week at Samsung and maintain a 3.0 GPA (Patel, 2023).</th>
</tr>
</thead>
<tbody>
<tr>
<td>National security</td>
</tr>
<tr>
<td>According to Peters (2022), “the CHIPS Act is also seen as highly significant for national security and future warfare including autonomous weapon systems, drone technology as well as cybersecurity.”</td>
</tr>
<tr>
<td>By the end of 2023, the White House Office of Science and Technology Policy must submit a quadrennial science and technology &amp;T review that examines U.S. policy and makes policy and investment recommendations. The review’s scope includes industrial innovation, science for social challenges, the STEM workforce, technology transfer, regional innovation, and U.S. research leadership (Hourihan, 2022).</td>
</tr>
<tr>
<td>Rebecca Spyke Keiser was appointed to the newly created position of chief of research security strategy and policy at the NSF (National Science Foundation, 2020).</td>
</tr>
<tr>
<td>In May 2023, the NSF requested information from the research community on developing a Research Security and Integrity Information Sharing Analysis Organization (Keiser, 2023).</td>
</tr>
<tr>
<td>In March 2022, the NSF established the Directorate for Technology, Innovation, and Partnerships to facilitate scaling critical research on emerging (American Institute of Physics, 2022).</td>
</tr>
<tr>
<td>The U.S. National Science Foundation announced a new $20 million investment in Entrepreneurial Fellowships through a multi-year</td>
</tr>
</tbody>
</table>
During phase three of the taxonomy model design, we identified several stakeholders of the CHIPS Act. The stakeholders are in six main groups: Technology, Facilities, Trade (Commerce), Government, Education, and Others (to hold those who do not fit or for future development). Each of these stakeholders has important cybersecurity implications. The CHIPS Act of 2022 is evolving; thus, we expect the taxonomy to change. Phase four, maintenance, is essential to the usefulness of the taxonomy.

RESULTS
The CHIPS Act is related to cybersecurity. The summary comments from the RFI and the implementations we identified fit the taxonomy. Figure 2 illustrates the taxonomy.

**Figure 2. Taxonomy of The CHIPS Act of 2022 Stakeholders**

<table>
<thead>
<tr>
<th>Technology</th>
<th>Facilities</th>
<th>Trade</th>
<th>Government</th>
<th>Education</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cybersecurity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The cybersecurity vulnerabilities and risks related to technology include those in the areas of research and development and intellectual property, including patents, trademarks, and copyrights.

In terms of facilities, concerns stem from the shortage of skilled cybersecurity workers. This shortage is a factor for the education sector. For facilities, there are supply chain threats, which also concern the stakeholders involved in trade.

There are two major implications for the government sector. First, the CHIPS Act is tied to national security. Second, new directorates and positions have been established. Many policies have been created that cross traditional boundaries and require collaborative efforts.

DISCUSSION
The CHIPS Act of 2022 should incentivize investment in research and development. At present, the US dominates spending accounting for 28% of the world’s research and development expenditures (Boroush and Guci, 2022). Research and development efforts in semiconductor chips is vital as they are components in many systems and items used every day, including electronics, automobiles, and defense systems.

Investments in manufacturing facilities help the construction and real estate industries. Building facilities creates construction jobs and improves infrastructure. For example, the Act calls for
improvements and enhancements to wireless supply chain management software and systems. This will benefit industries in other sectors as the new standards roll out.

Stakeholders in the trade and commerce sector should notice a shift towards protectionism, as the Act prohibits funding recipients from expanding semiconductor manufacturing in China and countries defined by US law as posing a national security threat to the United States.

The Government sector has benefited from the CHIPS Act. Newly created positions and directorates are described in Table 1. Another example is an interagency working group that includes the Council on Environmental Quality, the Environmental Protection Agency, and the Department of Commerce for site selections and building codes and permissions.

Education will be impacted as proposals for forming a national network of training programs with a focus on minority-serving institutions and community colleges are being considered.
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ABSTRACT

The importance of cybersecurity education is unquestionable today. There are a variety of opportunities available for obtaining the knowledge and skills required to perform cybersecurity-related tasks and functions within and across organizations. In recent years, these options have continued to expand and include offerings by professional organizations, technical schools, and institutions of higher learning. Within higher education, we have seen an expansion of programs at both the undergraduate and graduate levels offered through a variety of academic disciplines. The aim of this research is to explore what we currently know about the structure of cybersecurity programs and to highlight the benefits of using an interdisciplinary approach.

Data will be collected on existing programs at academic institutions in the United States. Both accredited and non-accredited programs will be examined to summarize the different approaches currently being utilized. There are various accreditation options that could impact academic programs and the direction of program development. Some are general and some are specific to the cybersecurity discipline (i.e., ABET). We will also incorporate data related to knowledge and skill expectations from entities offering certifications to programs such as the National Centers of Academic Excellence in Cybersecurity managed by the National Security Agency.

Additionally, we will examine research projects focused on cybersecurity curriculum and the workforce from different perspectives. What has been learned from these studies will also be used in framing our recommendations. We will include a few examples here as samples of the types of research we are exploring. In a recent study examining the process of a program seeking ABET accreditation specifically related to cybersecurity, Almuhaideb and Saeed, 2021 share their experiences and provide suggestions for programs seeking accreditation. Payne, et al. (2021) considered the inclusion of a cybersecurity course in general education programs in higher education, which could shape awareness of cybersecurity across the university curriculum. There are also important considerations that need to be included such as the skills requirements of different careers and paths in the cybersecurity workforce. Ramenzan (2023) recently published a study looking at the hiring requirements across cybersecurity positions and recommended that programs should “consider the diverse nature of the cybersecurity field” (p. 94).

Being able to position cybersecurity programs correctly and appropriately within higher education could help to facilitate an increase in students from diverse disciplines with an interest in joining the cybersecurity workforce and to broaden the impact of cybersecurity across organizations of all sizes. A goal is to provide recommendations and guidance for academic institutions to use in the design and implementation of these programs. We also aim to organize the various accreditation and certification requirements for undergraduate and graduate programs and to highlight consistencies and inconsistencies of expectations.
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EXTENDED ABSTRACT

PURPOSE OF THE STUDY
Radio frequency identification (RFID) is mainstream technology in many industries such as manufacturing, transportation, logistics, supply chains, security and access control, agriculture, and healthcare, among many others. While RFID is widespread in applications where individual privacy is not compromised, adopting the technology in environments involving human identification and tracking is particularly challenging. The measures to assure appropriate levels of security and privacy depend on the application and operational environment. This research focuses on RFID-enabled systems in the healthcare sector. The benefits of RFID in healthcare are well-studied and demonstrated in many real-world implementations. RFID technology has proved critically helpful in reducing costs and improving operational efficiency in healthcare organizations. More importantly, RFID has played a critical role in significantly reducing medical errors which is the third leading cause of death in the U.S. after heart diseases and cancer (Makary & Daniel, 2016). However, these benefits do not come without challenges. On the one hand, known security vulnerabilities of current RFID technology pose a significant risk of unauthorized access to sensitive medical and patient data. On the other hand, using RFID technology in tracking and tracing individuals, especially healthcare providers (Winston, Paul & Iyer, 2016), raises significant ethical and privacy concerns. This research focuses on this less studied topic concerning potential threats and solutions to security and privacy obstacles in deploying RFID-enabled systems in healthcare organizations.

BASIS OF THE STUDY

IMPLICATIONS
RFID technologies have proved very effective in healthcare and medicine, improving operational efficiency, asset management, and patient care. The benefits of tracking materials for logistics management are clear and do not appear to pose major threats. Nevertheless, to the extent that
RFID devices store and transmit sensitive patient data and can link to personally identifiable information, including tracking medical staff and patient location and movement in healthcare facilities and beyond, the adoption of RFID-enabled systems requires careful analysis to address security and privacy risks adequately. Because RFID systems must integrate with a backend database system (Hawrylak & Hale, 2015), security risks arise at two fundamental data communication and storage levels: tag security and server security. Large RFID infrastructures in healthcare are susceptible to various tag-related attacks, including physical tag cloning and spoofing, eavesdropping, replay, denial of service, and clandestine tracking (Gavoni, 2021). SQL injections and buffer overflow are the most common attacks on the server side (Zhang & Wang, 2009). Recent advances in tag hardware technologies, lightweight cryptographic algorithms, and intrusion detection systems afford potential opportunities for solutions. Other aspects facilitating technology adherence may involve design considerations, compliance with security standards, analysis of alternative technologies, establishing security and privacy controls, purpose of use transparency, ethical and legal considerations, security audits and accountability, technology awareness and training, and individual participation agreements. This study contributes to the technology issue of RFID-enabled systems by presenting a summary of current threats and emerging solutions highlighted in the literature.

CONCLUSION
RFID constitutes a significant advancement in healthcare supply chain management and medical practice. Essential functions of RFID in the healthcare setting entail inventory tracking and monitoring the location of patients, staff, and medical devices in real-time to improve operational efficiency and patient care quality. The main benefits include improvements in patient safety, cost and time savings, access control and security, drug compliance, and reduction of medical errors. Despite these important advances, security against unauthorized access to data and privacy breaches remains the most critical barrier when considering the adoption of RFID technology in healthcare.
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INTRODUCTION
The use of ChatGPT and other generative AI has grown exponentially. ChatGPT reached over 100 million active users in just two months after its launch in November 2022 (Tung, 2023). Since its ubiquitous adoption and fast-rising popularity, the possible benefits in industry are appealing. The potential applications may result in new developments including improved customer experience, increased efficiencies, cost reductions, and effective knowledge management (Emerline, 2023). The uses can be across various industries as well including healthcare, manufacturing, retail Government, etc. (Asch, 2023; Pocock, 2023). Within education many students and faculty are still trying to grasp what AI is. How can this technology impact the educational experience, and should they be utilized in the classroom? The one thing educators cannot do is ignore it.

RESEARCH DESIGN
The research will be a mixed methodology approach. We will interview educators within higher ed, across disciplines, majors, and programs. We will also collect survey data to determine to what extent faculty are currently using generative AI in their courses. We want to explore how teachers are monitoring the use of AI in the classroom. Specifically, how faculty are addressing the ethical issues of student integrity, plagiarism, and cheating on assignments, quizzes, and exams using ChatGPT or other AI tools. And then finally, what tools are being used to detect student cheating.

PILOT STUDY
As an initial trial, we entered the following prompt into ChatGPT:
“best tools to detect students cheating using AI tools”

The response was as follows:
“Detecting students cheating when using AI tools can be challenging, as these tools can provide sophisticated ways to evade detection. However, several techniques and tools can aid in identifying potential instances of cheating. Here are some commonly used methods:

1. Plagiarism Detection Software: Plagiarism detection tools like Turnitin, Grammarly, or Copyscape can help identify copied content by comparing students’ work against a vast database of sources, including internet pages, academic papers, and previously submitted documents.
2. Forensic Analysis of Text: Educators can analyze students' written work for inconsistencies in writing style, vocabulary, or grammar that may indicate the use of AI-generated content. Manual examination can be time-consuming but can provide valuable insights.
3. Comparative Analysis: Comparing the answers of different students or the same student across multiple assignments or exams can reveal patterns of similarity that may indicate collusion or cheating.

4. Monitoring Software: Remote proctoring tools such as ProctorU, Proctorio, or Respondus Monitor use webcam and microphone monitoring, screen recording, and eye-tracking technologies to detect suspicious behavior during online exams, such as looking at unauthorized materials or multiple faces in the camera.

5. Statistical Analysis: Analyzing patterns of response length, word choice, or answer similarity across a group of students can help identify outliers or suspicious behavior that may warrant further investigation.

6. Custom AI Models: Institutions can develop their own AI models specifically trained to detect AI-generated or plagiarized content. These models can be trained on data from previous cheating incidents to improve detection accuracy.

7. Peer Review: Incorporating peer assessment or group discussions can help uncover inconsistencies in students' knowledge and understanding when compared to their peers, potentially indicating cheating.

It's important to note that while these tools and techniques can assist in detecting cheating, they should not be relied upon solely. Human judgment and careful consideration of evidence are crucial in making accurate determinations. Education institutions should establish clear policies and guidelines regarding cheating and plagiarism and communicate them to students to maintain academic integrity.

We then copied the entire ChatGPT response and pasted the text into three different AI detection software programs. The table (Table 1) below shows the site that was used and the result of the AI text analysis.

<table>
<thead>
<tr>
<th>AI Detection Tool:</th>
<th>Result:</th>
<th>Notes:</th>
<th>Conclusion:</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPT-2 - Output Detector</td>
<td>99.97% Real .003% Fake</td>
<td>Prediction based on 409 tokens. According to GPT-2, the results get more reliable at any result above 50 tokens.</td>
<td>False Negative</td>
</tr>
<tr>
<td>GPTZero</td>
<td>Perplexity Score: 53.467 Burstiness Score: 16.574</td>
<td>Higher Perplexity (above 75) and higher Burstiness (above 50) would suggest a variation in perplexity and randomness in the text. Most AI generated text scores higher in both perplexity and burstiness.</td>
<td>False Negative</td>
</tr>
<tr>
<td>OpenAI - AI Text Classifier</td>
<td>“The classifier considers the text”</td>
<td>OpenAI is the same organization that created ChatGPT. They have also</td>
<td>Unclear</td>
</tr>
<tr>
<td>to be unclear if it is AI-generated”</td>
<td>created a tool to detect the use of its AI tool.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**IMPLICATIONS**

The implications for use of AI in education are significant. As AI tools become more readily available, there will be an increase in AI-embeded platforms (Lawton, 2023). This will change the way many educators construct their curricula. Faculty may have to shift their assessment tools to better account for the AI tools that are being used. There may require faculty to adjust from a theoretical framework of education to a more applied framework. Another adjustment may be employing a problem-based learning approach.

By the time this research is presented, there may be new and unforeseen developments in the generative AI space, so the discussion amongst educators must be proactive. We should continue to share best practice and experiential knowledge. The AI tools are advancing and thus our methods to teach, instruct, and assess our students must advance as well.
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ABSTRACT

Distributed Federated Collaboration Secured Services is a proposed novel secure distributed Unified Communication and Collaboration (UCC) reference architecture (DFCS-RA) planned for filling the existing gap to support multi-environment ecosystems (including hybrid cloud, edge computing for IoT and real-time usages, and portable scenarios). DFCS-RA encourages new businesses and models, connecting people, "things," and processes in secured and sensitive workloads, supporting efficient, and cost-effective enhancements to traditional UCC (mostly centralized/monolithic services), tailored for different vertical markets having varying requirements. It provides a novel secure multi-environment communication and collaboration technology and services between large numbers of players. Key security concepts developed are secure separation, federation, and collaboration, ensuring modularity, flexibility, homogeneity, function consolidation, and security by design for all the UCC services. The cryptographic architecture extends the Signal messenger security and encryption architecture. DFCS-RA comprises a toolbox for security modeling, a set of security design principles, and a set of security functions and mechanisms to implement controls to achieve stated security objectives. It was tested in diverse use cases; and found suitable, secure, and reliable. DFCS-RA is compliant with the new EW regulation, gathering and exchanging just the minimal personal data of end users as necessary for interoperability. DFCS-RA can be used by both researchers and practitioners investigating distributed collaboration solutions.
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It is undeniable that ChatGPT has major implications for the future of education (Heaven, 2023, Kissinger, Schmidt, & Huttenlocker, 2023). While some articles have acknowledged the ways in which ChatGPT can facilitate learning (Heaven, 2023; Roose, 2023), ChatGPT has primarily made headlines as a tool that students are using to cheat (Cotton et al., 2023, Shrivastava, 2022). ChatGPT has implications for the educator as well as the learner. This paper will focus on how ChatGPT can serve as an invaluable resource to instructors and can help quickly develop high-quality assessments that align with one’s learning objectives. We believe that continuously producing novel assessments, particularly novel proctored exams, can help alleviate many instructors’ cheating concerns. The primary focus is on analytics assessments; however, many of our recommendations are transferable and can encourage instructors in other disciplines to use ChatGPT as a resource.

THE PROBLEM: TECHNOLOGY & ACADEMIC MISCONDUCT
Advancements in technology have increased the opportunity and ease with which students are able to effectively cheat. With a quick Google search, students can often access the questions and answers from a textbook’s test bank. Social media, group chats, and even certain websites (e.g., Course Hero) enable students to easily share and access past exams and other course assessments. It is best practice for instructors to create new assessments, especially exams, each semester as an effort to combat cheating. Instructors who teach multiple sections of the same course or have large class sizes are encouraged to create multiple versions of an exam. Creating new assessments is time consuming and tedious. Creating new assessments that are relevant and interesting to students and align with the course’s learning objectives takes even more time and requires substantial effort, resources, and creativity. It can be difficult to sustain motivation when one knows that they will have to reinvent the wheel and create a new exam the following semester. Furthermore, research and service obligations can make it challenging, or sometimes impossible, to create new, high-quality assessments semester after semester. However, given that course materials can be easily distributed and shared online, we believe it is more important than ever that instructors refrain from recycling certain high-stakes assessments.

FROM AI TO TA: HOW CHATGPT CAN QUICKLY DEVELOP ASSESSMENTS
ChatGPT is a great resource for generating problem sets for most content that is covered in any introductory business analytics or statistics course. The system enables instructors to easily create new assessments, or multiple versions of an assessment, each semester in a fraction of the time required previously.
The key to using ChatGPT successfully is to understand how to create prompts. In fact, prompt engineering has become a field of study. Through trial and error, we have developed seven guidelines or best practices on how to write prompts to develop analytics problems at the undergraduate level. Our presentation will elaborate on these seven guidelines and provide example prompts and output from ChatGPT. We have found that the problems we developed using ChatGPT are indistinguishable, in terms of quality, from both textbook and self-authored problems.

CONCLUSION

Assessment plays a crucial role in higher education by evaluating student learning and progress across various learning outcomes. The accessibility of online solutions necessitates frequent recreation of assessments and the availability of multiple versions, creating a conflict with the limited time and creativity of faculty members in assessment design. The creation of assessments using ChatGPT not only supports student learning but also aids in preventing cheating.
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EXTENDED ABSTRACT

Faculty members specializing in data analytics and information systems face the challenging task of keeping up with rapid technological advancements, leaving them with limited time to extensively revise their teaching methods (Jiang, 2022). The concept of small teaching offers a solution by proposing small yet powerful modifications to course design and teaching practices, aiming to bring about positive change in higher education (Lang, 2021).

In this conference presentation, we introduce an IS-related small teaching strategy designed to communicate teacher expectations by showcasing various examples of SQL coding efforts from student peers. In traditional education, learning is often considered a one-way process, where instructors possess and transmit the necessary knowledge for academic success. However, incorporating instructional strategies that allow students to learn from each other can also be highly beneficial (e.g., Aksop & O’zdemir, 2022; Merrill & Gilbert, 2008).

As part of this research, we empirically examine the effectiveness of our small teaching strategy by conducting an experiment with three randomly assigned groups, including a control group (no peer examples), as well as variations in the complexity of peer examples (basic versus advanced) used in an exploratory SQL coding activity to assess student performance in coding complexity.

For the empirical component of our research, we have included approximately 130 undergraduate students from a large Western university who are currently enrolled in an advanced database management/SQL course (data analysis ongoing). The experiment follows a randomized between-subject design.

Each participating student has been randomly assigned to one of three groups: basic peer examples (n = 45), advanced peer examples (n = 46), or the control group with no peer examples (n = ~40). In the presentation, we will provide detailed information about the materials, procedures, peer examples (basic and advanced), and research study activities.

We hypothesize that the complexity of students’ coding work will be higher among those exposed to peer examples (basic or advanced) compared to the control group. Furthermore, we expect that students in the advanced peer examples group will outperform those exposed to basic peer examples. While we are still coding and analyzing data for the control group (no examples), our
initial tests have revealed a significant difference in code complexity, with students in the advanced example condition producing more complex code ($t(89) = 2.996, p = .004$).

We are excited to share the process of designing and developing small teaching strategies based on Lang's framework (Darby, 2019; Lang, 2021) with participants of the IACIS conference who are interested in making their own course improvements rooted in cognitive theory. Additionally, we look forward to presenting our empirical findings on the implementation of the small teaching strategies we have developed, which involve the use of peer examples to convey teacher expectations in an exploratory SQL coding activity.
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ABSTRACT
It is common knowledge that security training and security education would raise information systems users’ awareness of cybersecurity threats. This study explores the extent to which security education and security training (a) raise the level of cybersecurity threats’ awareness and (b) have a direct impact on people’s perceived sense of security and trust when conducting business online. Before and After survey data were collected from students enrolled in cybersecurity workshops and in formal education courses. In this presentation, we aim to present: 1) the research model developed based on the existing literature, 2) the methodology used for collecting and analyzing the survey data, and 3) the preliminary results. We will conclude by discussing the study’s implications and some future directions for research.
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ABSTRACT
The underrepresentation of women in computing has long been recognized as a problem. Despite many resources being applied to this issue, the representation of women in computing in the United States has been on the decline for the past four decades. In this work, we explore gender and negative stereotypes about data analytics, an application area of computer work that possesses a number of features that previous research identified as being more attractive to women. We conducted a survey of students at the University of Wisconsin-Whitewater comparing their impressions of computing and analytics professionals, and we found that they held fewer negative and gender stereotypes about analytics professionals than computing professionals. We suggest possible changes that could be incorporated into curriculum and future areas of research to bolster female students’ interest in computing careers.

Keywords: women in computing, women in analytics, technology careers, broadening participation in computing

INTRODUCTION
The underrepresentation of women in technology has been recognized for the past few decades. This phenomenon has been the focus of many industry, non-profit, and academic efforts to reverse this trend. Despite these initiatives, the gap stubbornly persists. In 2019, only 21% of CS undergraduate degrees earned in the US were awarded to women (NCWIT, 2020). Research indicates that this disparity is likely due to stereotypes around computing careers and who is likely to be a computing professional. Women often encounter stereotypes that erode their sense of efficacy in computing professions (Cheryan et al., 2009). Furthermore, other research suggests that women lack a sense of belonging, which may explain why some women opt out of the field (Sax et al., 2018). A study by Diekman et al. (2010) found that STEM careers are perceived as inhibiting communal goals (e.g. working with or helping other people). According to Martell, Lane, & Emrich (1996), even small effects of communal motivation could lead to women opting out of STEM careers, especially if such small effects accumulated over time.

A variety of interventions have been deployed in an effort to combat these issues. In addition to industry diversity initiatives, academics have researched the impact of summer camps (Webb and Ronson, 2011; Outlay et al., 2017) and classroom factors (Sax et al., 2018). Other works suggest that a shift in the way we think about computer careers may have a positive impact on this issue. For example, much of the research in this area focuses on students in America or other western societies. However, research on societies across the globe suggest that this phenomenon is not universal (Adya and Kaiser, 2005; Mellström, 2009; Sien et al., 2014). Further, other researchers
have suggested that a shift in what we consider to be computer work or computer workers may provide a fuller picture of what it means to work in computing (Vitoreš & Gil-Juárez, 2016).

In this paper, we take a broader view of computer work by focusing on data analytics. Although analytics is a technical discipline, its focus on interdisciplinary applications and emphasis on the effective communication of discovered knowledge differentiates it from other technical areas of study, such as computer science. Thus, analytics content may be a way to encourage more female representation in computing careers overall by providing a more attractive introduction. Further, there tends to be overlap in curriculum between analytics and other computing professions, such as Information Technology or Computer Science. Greater female interest in analytics could have a positive impact on their perception of those related majors. We administered a survey on gender and negative stereotypes to students enrolled in data analytics courses at the University of Wisconsin-Whitewater to explore how data analytics is perceived as opposed to more traditional computer professions.

LITERATURE REVIEW
The gender disparity in computing and technology is well known and well-studied. Despite the attention of industry, governments, non-profits, and academics, the gender gap stubbornly persists. Female representation in computer science peaked in 1980 with women representing 44% of degree earners, but has been on the decline for most of the past four decades (Sax et al., 2017). In 2015, a study found that only 1.7% of female freshman respondents intended to major in Computer Science, as opposed to 6.3% of their male peers (Egan, 2015). Further, in 2019, only 21% of those awarded CS undergraduate degrees were women (NCWIT, 2020).

Gender roles and Societal Influence
Gender roles and societal influence are frequently identified as contributing factors the dearth of women in computing (Huffman et al., 2013). Young girls often adopt the belief that tech careers are “men’s work” early in their education (Ramsey and McCorduck, 2005), and this attitude can present a significant barrier to women pursuing the profession (Bock et al., 2013). Further, the image of the IT profession as being boring, nerdy, and socially isolated elevates the challenge even further (ACM, 2009). A 2009 study of college-bound girls and boys showed that slightly more than a third of girls (35%) rated IT as a good major or a very good major. The same study reported that 74% of boys rated IT as a good major or a very good major (ACM, 2009). According to a study by Buzzetto-More (2010), many women students reported that they had not studied computers or programming in high school or were exposed to IT careers. In addition, many of them were discouraged from pursuing an IT-related career. A study by Master et. al. (2015) reported that girls exposed to classes that did not perpetuate negative stereotypes of IT had significantly more interest in enrolling in computer courses (Master et. al., 2015). The result of persistent negative perceptions is a shortage of women in IT majors in college and in IT careers.

Some prior works investigate the differences in societal factors on career choice among different cultures. Hill et al. 2010 found that cultural factors in the U.S. negatively impact how girls perceive their abilities in math, science, and engineering. Gender bias in IT careers is also prevalent in countries other than the US. A study by Vekiri and Chornaki (2008) reports that Greek boys perceived more support for their interests in use of computers than their female counterparts.
Furthermore, parental encouragement and expectations were strong predictors of self-efficacy. In Brazil, the gender gap continues to widen, and women view computer science as a field that is dominated by men (Holanda et al., 2020). Contrarily, in some countries the situation is quite the opposite (Adya and Kaiser, 2005; Mellstrom, 2009). For example, Malaysian girls tended to have positive attitudes towards technology related careers (Sien et.al, 2014). In India, the beliefs about women’s incompetency in mathematics or notions of differences in intrinsic intellectual ability do not seem to occur in socio-cultural context (Mukhopadhyay, 2009). Gender does not play any role in acquiring mathematical and problem-solving skills for education in computer-related fields (Varma, 2011). Still, there are less women than men in doctoral education in STEM fields.

“Leaky Pipeline” and Interventions

Many prior works focus on the “leaky pipeline” of women in computing and interventions to retain women throughout their academic careers. However, Vitores & GilGil-Juárez (2016) assert that researchers ought to look at the problem more broadly. Specifically, they suggest researchers focus on highlighting a variety of additional research landscapes, including broadening the definition of computing work to include interdisciplinary or intersectional domains. Other works focusing on the leaky pipeline have also found evidence to support the importance of looking at more interdisciplinary computing work. Outlay et al. (2017) found that middle school girls had a greater interest in interdisciplinary computing work (e.g. creating and editing digital videos and music, computer graphics and media) than pure computing (e.g. computer science, computer programming). Kahn & Luxton-Reilly (2016) posit that much of the way computer science is stereotyped (e.g. a male-oriented discipline with little social interaction) alienates females students, and argues that computing courses should incorporate socially relevant examples and exercises to combat this. Further, Margolis and Fisher (2002) found that even women interested in computer science find it more meaningful if the domain is interdisciplinary.

Importance of Human Interaction

The perception that computing careers are more technical rather than people-oriented impacts recruitment efforts. Papastergiou (2008) found that many students chose not to study computer science because they preferred more human interaction. They found that this view is pronounced among female students, with male students more likely to view computer science as human oriented than female students. It may be that this influences female students to select majors with a greater perceived social impact (Buckley, 2009).

In this study, we build on these prior works by investigating attitudes towards an interdisciplinary technology field: data analytics. Data analytics incorporates elements of traditional computing disciplines (e.g. computer programming, databases, artificial intelligence) with technical communication (e.g. storytelling, visualizations) and apply these techniques to a variety of domains. Data science and data analytics are related; however, data science is differentiated by a greater focus on the technical aspects. Similar to other computing domains, data science suffers from a gender imbalance, with women represented only 15-22% of data scientists (Duranton et al., 2020). However, by focusing on a domain such as data analytics that has many socially oriented and interdisciplinary aspects, it may be a fruitful avenue to attract greater female representation.
METHODOLOGY

In this study, we evaluated the differences in negative and gender stereotypes of those in computing careers and analytics careers. In this section, we will discuss our Instrument/Survey, Subjects and Procedure, and Data Analysis.

Instrument/Survey

To gather our data, we distributed an anonymous survey to students enrolled in analytics courses. The surveys consisted of demographic questions, as well as questions we adapted from prior studies designed to measure stereotypes of computer workers (Web and Rosson, 2011; Outlay et al., 2017). These consisted of 7-point Likert type questions (Table 1) where respondents could indicate the degree to which they agreed or disagreed with common negative and gender stereotypes of computer workers. The same questions were then adapted to refer to analytics workers. We obtained IRB approval prior to conducting our survey.

Research question 1: Are negative stereotypes about analytics professionals as prevalent as those about computing professionals?

Research question 2: Are gender stereotypes about analytics professionals as prevalent as those about computing professionals?

Subjects and Procedure

We used a convenience sample of students (N=70) enrolled in at least one data analytics course at the University of Wisconsin-Whitewater. Of those respondents, 16 were undergraduates and 54 were graduate students. Respondents were 52.86% male, 42.86% female, and 2.86% declined to specify a gender, while 75.71% identified as White/non-Hispanic, 12.86% Hispanic, 5.71% Asian or Pacific Islander, 2.86% black/non-Hispanic, and 1.42% other. A minority of our respondents identified as first-generation college students (25.71%).

To gather our data, we distributed an anonymous survey to students enrolled in an undergraduate and a graduate analytics course. Students were invited to complete the survey and were awarded a small amount of extra credit for their participation. The survey was open for several days, and students were allowed to take it at a time and location of their choosing.

Data Analysis

After the survey period ended, results were compiled and analyzed. Our instrument exhibited a good level of reliability, with a Cronbach’s Alpha of .8290. As we wanted to compare particular negative and stereotypes about computing professionals as opposed to analytics professionals, we compared responses for each category both for the entire cohort as well as the responses broken out by gender. Statistical significance was established using a t-test.

RESULTS

In this section, we present our results followed by our findings for each of our research questions. Table 1 shows the aggregate responses to the survey, with 1 being strong agreement with the statements and 7 being strong disagreement. A number of statistically significant differences were found between how respondents viewed computing professionals and analytics professionals.
We found that respondents were more likely to disagree with negative stereotypes about computer professionals as opposed to analytics professionals. Respondents disagreed more strongly that analytics professionals are technology geeks (computing professionals: 4.51; analytics professionals: 5.17) and they were less likely to think about computer geeks when thinking about analytics professionals (computing professionals: 4.96; analytics professionals: 5.55). Respondents also felt that the analytics profession was less dominated by men (computing professionals: 4.33; analytics professionals: 5.06), and disagreed more strongly that men were more likely to pursue analytics professions than women (computing professionals: 5.32; analytics professionals: 5.64). This suggests that the answer to our second research question is that gender stereotypes about analytics professionals are less prevalent than those about computing professionals.

Table 1: Results of survey on negative stereotypes and gender stereotypes, with 1: Strongly agree to 7: Strongly Disagree (* p<=0.05; ** p<=0.01)

<table>
<thead>
<tr>
<th></th>
<th>Computing</th>
<th>Analytics</th>
<th>Diff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer</td>
<td>Analytics] professionals tend to be nerds.</td>
<td>5.30</td>
<td>5.17</td>
</tr>
<tr>
<td>Computer</td>
<td>Analytics] professionals tend to be technology geeks.</td>
<td>4.51</td>
<td>5.17</td>
</tr>
<tr>
<td>When I think about [computer</td>
<td>analytics] professionals, I think about computer geeks.</td>
<td>4.96</td>
<td>5.55</td>
</tr>
<tr>
<td>The [computer</td>
<td>analytics] profession is dominated by men.</td>
<td>4.33</td>
<td>5.06</td>
</tr>
<tr>
<td>Men, rather than women, typically pursue careers in [computers</td>
<td>analytics].</td>
<td>5.32</td>
<td>5.64</td>
</tr>
<tr>
<td>Computer</td>
<td>Analytics] professionals tend to be intelligent.</td>
<td>3.29</td>
<td>3.39</td>
</tr>
<tr>
<td>Computer</td>
<td>Analytics] professionals tend to have good problem-solving skills.</td>
<td>3.29</td>
<td>3.35</td>
</tr>
<tr>
<td>Computer</td>
<td>Analytics] professionals tend to be willing to keep up with technology.</td>
<td>3.42</td>
<td>3.70</td>
</tr>
<tr>
<td>Computer</td>
<td>Analytics] professionals tend to have good managerial skills</td>
<td>4.99</td>
<td>4.41</td>
</tr>
<tr>
<td>Computer</td>
<td>Analytics] professionals tend to have good communication skills.</td>
<td>5.14</td>
<td>4.28</td>
</tr>
<tr>
<td>Computer</td>
<td>Analytics] professionals tend to have good people skills.</td>
<td>4.97</td>
<td>4.54</td>
</tr>
<tr>
<td>Computer</td>
<td>Analytics] professionals do a lot of programming.</td>
<td>4.22</td>
<td>4.61</td>
</tr>
<tr>
<td>Computer</td>
<td>Analytics] professionals tend to have a strong background in math and science.</td>
<td>4.48</td>
<td>4.14</td>
</tr>
</tbody>
</table>
Respondents also indicated that certain people oriented soft-skills were more important for analytics professionals than for computer professionals. Respondents felt analytics professionals were more likely to have strong managerial skills (computing professionals: 4.99; analytics professionals: 4.41). Interestingly, there was no significant difference between perceptions in certain positive stereotypes, specifically high intelligence and strong problem-solving skills. This lends support for our first research question in that there are fewer negative stereotypes about analytics professionals being more technology than people oriented.

We then analyzed our respondents results by gender, as shown in Table 2. While many of the items did not have significant differences in how stereotypes were perceived, some did. Men disagreed more strongly with the negative stereotypes associating analytics professionals with computer geeks and the profession as being dominated by men. Women disagreed more with analytics professionals needing to keep up with technology and having to do a lot of programming. Women agreed more strongly than men that analytics professionals need strong people skills.

**Table 2:** Differences in perceived negative stereotypes and gender stereotypes by gender (* p<=0.05; ** p<=0.01)

<table>
<thead>
<tr>
<th>Responses for men</th>
<th>Computing</th>
<th>Analytics</th>
<th>Diff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>When I think about [computer</td>
<td>analytics] professionals, I think about computer geeks.</td>
<td>4.78</td>
<td>4.59</td>
</tr>
<tr>
<td>The [computer</td>
<td>analytics] profession is dominated by men.</td>
<td>4.24</td>
<td>5.14</td>
</tr>
<tr>
<td>[Computer</td>
<td>Analytics] professionals tend to be willing to keep up with technology.</td>
<td>3.51</td>
<td>3.54</td>
</tr>
<tr>
<td>[Computer</td>
<td>Analytics] professionals tend to have good people skills.</td>
<td>4.62</td>
<td>4.27</td>
</tr>
<tr>
<td>[Computer</td>
<td>Analytics] professionals do a lot of programming.</td>
<td>4.08</td>
<td>4.35</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Responses for women</th>
<th>Computing</th>
<th>Analytics</th>
<th>Diff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>When I think about [computer</td>
<td>analytics] professionals, I think about computer geeks.</td>
<td>5.20</td>
<td>5.63</td>
</tr>
<tr>
<td>The [computer</td>
<td>analytics] profession is dominated by men.</td>
<td>4.40</td>
<td>4.90</td>
</tr>
<tr>
<td>[Computer</td>
<td>Analytics] professionals tend to be willing to keep up with technology.</td>
<td>3.33</td>
<td>3.90</td>
</tr>
<tr>
<td>[Computer</td>
<td>Analytics] professionals tend to have good people skills.</td>
<td>5.37</td>
<td>4.77</td>
</tr>
<tr>
<td>[Computer</td>
<td>Analytics] professionals do a lot of programming.</td>
<td>4.43</td>
<td>4.97</td>
</tr>
</tbody>
</table>

**DISCUSSION**
In this paper, we conducted a survey of analytics students to investigate the prevalence of negative and gender stereotypes about analytics professionals as opposed to computing professionals. Specifically,

Research question 1: Are negative stereotypes about analytics professionals as prevalent as those about computing professionals?

We found that overall, negative stereotypes about analytics professionals were less prevalent. They were less likely to ascribe the moniker of “geeky”. They also were more likely to perceive soft skills as being important for analytics professionals than computer professionals. Based on prior literature, these features are more attractive to female students.

Research question 2: Are gender stereotypes about analytics professionals as prevalent as those about computing professionals?

Our results indicate that respondents were less likely to perceive gender stereotypes about analytics professionals than computer professionals. This may be an important key to helping female students picture themselves as analytics professionals, as prior work has found this perception to be a significant barrier preventing women from pursuing computer careers (Bock et al. 2013).

If analytics is a subset of the general computing and IT field, why does the perception of analytics seem to be more positive? Why is the analytics profession viewed as less geeky, more social, more managerial-focused, and more desirable? We posit that the results stem from three possible explanations at three levels: perceptual, cognitive, and social. These explanations are not mutually exclusive and can co-exist and impact the decision to study in the computing and analytics field simultaneously or none at all. We discuss each possible explanation and offer paths for future research in this domain.

Perceptual Explanation
Living at a time when people of all ages need to process a plethora of information daily (Bawden & Robinson, 2020), individuals attempt to avoid or reduce information overload by using shortcuts in their decision-making (Nathaniel, 2022). Thus, titles and keywords have become their saviors. For instance, most people don’t read the news itself but rather read only the headline (Van der Meer et al., 2020; Xie, 2019). Combining the existing stereotypes about women and computing (Vitore & Gil-Juárez, 2016) with daily attempts to reduce cognitive overload by relying on keywords, headlines, and titles can explain the ever-stagnant growth of women in computing and the bigger popularity of the analytics field. It is possible that many will only judge choices, items, and fields of study primarily based on the words used to describe those fields.

For this reason, appearances matter. Using the right word or phrase should not only be a marketing priority but also crucial in any communication. In other words, degree titles, major benefits, and other descriptors must be updated to words the current climate perceives more positively. This is somewhat analogous to corporations and media using constantly outdating certain words and using “politically correct words” instead to be more inclusive and neutral to everyone (e.g., artificial instead of man-made) (Ehlion, 2022). Similarly, in the context of women and computing, one
stream of research can investigate which words are neutral or positively perceived by the targeted audience. Survey and focus group studies can be conducted to understand a) what qualities and attributes women are after in a major, b) understand which keywords trigger negative perceptions in their mind, c) investigate new keywords based on the results of (a) and (b).

**Cognitive Explanation**

The second explanation behind the results can be due to real deficiencies in the computing fields. This is where the issue is not merely surface level concerning using the right words. Rather, this reason deals with computing majors’ actual content and offers. Under this explanation, it is assumed that the person has deliberated on their decision and has not mainly relied upon their perception to make a decision. Selecting a field of study and career is a personal choice. Although there are similarities to what all genders value in studies and careers, there are notable differences. For example, for women, a career that helps society and offers more time flexibility to be with family is more important than for men (Pew Research, 2013). Additionally, certain subjects, such as math, create more anxiety in women to the point that “math anxiety” is highlighted as a barrier to entry (AAUW, 2020).

Per this potential reason, the female students may astutely have investigated their options and found that computing doesn’t have the desirable qualities they are after (e.g., helping society) and, worse, has attributes such as math, which can be anxiety-inducing. To address this potential cause, colleges must update their degree content and offer more support. This does not mean the colleges should start offering courses that are only desirable to students, ignoring market demands. Rather, the goal is updating the course materials based on the workplace expectations and present them in a way that is more engaging considering the student population, for example by using more examples of women in business, having additional women guest speakers, and intentional diversifying the methods of delivery and networking events. As another example, they should offer more courses and support for more anxiety-inducing topics. This can be beneficial for students of all genders. They should also highlight and discuss the benefits of careers in computing, which resonates more with women. We note these suggestions based on what has been done thus far. However, there is room for future researchers to understand what values female students have in the current age. Surveys and experiments to compare the status quo program curriculum with a novel curriculum that includes content and discussion of values important to women can be an exciting domain of future work.

**Social Explanation**

The final explanation can be attributed to the representation of women in general in the computing field. If we were to ask a focus group to imagine a person who works in IT or computing, chances are most will describe a man with glasses. When the media has historically depicted people in computing as men, when educational systems from early grades to universities do not attempt to highlight women in computing in history, and when most of the women in prior generations have not entered a career in computing (AAUW, 2020), it is no surprise that many current female students don’t wish to enter the field of computing. People observe the world around them to make decisions and use others as role models. When they don’t exist, it may feel risky to do something that others haven’t. Considering most people, particularly women at younger ages, are more risk-averse (Jianakoplos & Bernasek, 1998), it is understandable why many wouldn’t enter the field of
computing. This also explains why analytics is more popular because it is novel in the eyes of many. Unlike computing and IT, society has not set expectations and established stereotypes.

Per this explanation, a social movement is required to push women’s growth in the computing field. Accordingly, among all three possible explanations offered, this is the hardest to achieve as a change will only everyone from media to existing establishments, men, women, and other groups work together to make the societal shift. As for researchers, they can investigate how much societal reasons influence the decision-making of female college students. There’s no denying that society’s perception influences a person’s perception. However, the degree of this influence can be worth investigating. For example, researchers can identify various societal factors, test their association as antecedents with perceptual factors, and see how both impact decision-making to study various computing majors.

**Limitations**

There are three main limitations to this study. First, despite the diversity in respondents (both gender and race), all respondents are roughly around the same age. As people age, perceptions will change and grow. Thus, the use of the convenience sample in this case poses an inherent limitation. Additionally, as with any student population from one location, it is possible the students’ perceptions are influenced by their environment. While we cannot say that for certain, it is nonetheless a limitation to the findings. Finally, the methodology used in the study was not developed to find causation or establish association. Instead, to observe the existing perceptions of the students. We accepted the limitation in this stage as the study was designed to observe the existing perceptions. However, future work can further expand on these observations through more complex methodologies.

**Future Research**

Future studies can further improve upon the study’s sample size, including students from various majors and expanding the study to middle school and high school. Table 3 summarizes future paths for the research.

<table>
<thead>
<tr>
<th>Explanation</th>
<th>Description</th>
<th>Possible Solution</th>
<th>Future Research</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outdated descriptors (Perceptual)</td>
<td>Students are dissuaded by words, titles, keywords due to existing stereotypes</td>
<td>Change the degree titles, keywords, and description to something that while relevant to workplace requirement, is new and positively perceived</td>
<td>Conduct surveys, focus groups to understand the right words to use for computing majors and what qualities are female students are after</td>
</tr>
<tr>
<td>Outdated Content (Cognitive)</td>
<td>Students are dissuaded by the content of the major</td>
<td>Update the course requirement, add additional materials that desirable to female students</td>
<td>Conduct experiments, A/B testing between a status quo program curriculum with modified curriculum</td>
</tr>
</tbody>
</table>
OUTDATED CULTURE (Social)

Students are dissuaded by how society/culture view computing field

Require a cultural movement at all levels

Research can investigate how societal views impact students’ decision in pursuing computing

CONCLUSION

With the decline in participation and representation of women in computing, the current study set out to discover the perceptions of the students regarding this topic. In particular, we surveyed students on negative stereotypes and gender stereotypes with respect to computing fields. We additionally asked students about their perceptions of analytics and compared the results with those from computing. We observed that both negative and gender stereotypes are present more strongly among women. Not only do they perceive computing as a more male-friendly, but they also perceive it as geekier, more tech-oriented, and less social than analytics. While we argue that the causes can be merely based on respondents’ perceptions, both cognitive and social reasons could be behind such negative and gender stereotypes. As we move towards a future where technology will dominate all industries, it is crucial to understand the hesitancy that women may have to join the computing field and try to address those reasons because lack of women representation in computing will not only create unhealthy power dynamics in the workplace but may also hinder women from fully realizing their potential (in particular if their hesitancy is due to social or perceptual views) and prevent them from contributing to the future where technology and computing will be the most prevalent and influential career choices. Further, these insights can be leveraged in future research to determine if additional analytics exposure or related interventions can provide a more positive introduction to other computing careers, such as Information Technology or Computer Science.
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FROM DEFENSE TO RESILIENCE: PIVOT YOUR PARADIGM TO WIN THE LONG CYBERWAR

Michael S. Wills, Embry-Riddle Aeronautical University – Worldwide Campus
Dr. Aaron M. Glassman, Embry-Riddle Aeronautical University – Worldwide Campus
Dr. Denise Bollenback, Embry-Riddle Aeronautical University – Worldwide Campus

PROPOSED STUDY
Many cybersecurity incidents that happen at small to mid-size businesses involve a failure of security of some kind at a third-party transactional vendor such as a data center, cloud-based e-commerce system, customer relationship management platform, or point of sale system. Since most organizations use multiple platforms for day-to-day operations, there is a functional mesh of systems working together to ensure the organization can transact. For nearly a decade, security professionals have tried to call attention to these vulnerabilities as systems have become more tightly coupled making organizations dependent on these same systems to function. Unfortunately, little if anything has been accomplished to address these mesh-related vulnerabilities when complex, interwoven systems are needed for an organization to transact. It has been well documented that most information technology (IT) vendors are under constant cyberattack and this constant attack is what this paper refers to as the long cyber war. Over the years these attacked have only increased in frequency and duration. The current IT security paradigm is very defense oriented using a defense-in-depth (DiD) model of asset protection. This study will focus on pivoting the DiD model away from a defense focus to a resiliency focus with the authors acknowledge still must contain a strong defense component. Famed author Thomas Kuhn (2012) defined a paradigm shift as a fundamental change in the basic concepts or tenets of a scientific discipline. The proposed research will fill a paradigmatic gap in the existing literature and refocus the core tenets of security away from the present paradigm of defense-focused towards a more robust, inclusive, and holistic paradigm of resilience. Since a paradigm by definition has its own norms and laws from which policies and practices are created (Kuhn, 2012), we believe that a strategic pivot is needed to change what it means to “defend” against cyberattack and help organizations design better policies and practices that are resilience focused. The benefits of this paradigm shift should be of strong interest to IACIS participants and inform the audience as to what it means to pivot towards a new paradigm and rework existing policies and practices by viewing the same problem through a different lens.

BASIS OF STUDY
There are two distinct populations that will be interviewed as part of this study. The first population includes small to mid-size organizations that are dependent on a complex mesh of IT resources to reliably transact. The second population includes vendors who provide IT resources (security and non-security) to small to mid-size businesses. While many business applications have been moved into the cloud; however in-house security teams should not be ignored (Anjum, 2022). These teams often know the infrastructure of the systems much better than a third-party security service. The primary goal of this research is to assess whether resilience models are being used or if more traditional defense-focused models are being used. Since there is no single construct that makes up resilience, a multi-model approach will be used with raters scoring the
interviews against a resilience scorecard composed of items from NIST, ISO, ASTM, and other existing standards-focused organizations. This benchmark will help the researchers determine the organizational mindset and focus as well as the mindset and focus of IT vendors who support these small to mid-size businesses. It will also identify how participating organizations compare as well as the current policies and positions that support this mindset.

**IMPLICATIONS AND CONCLUSION**

The results of this study will help inform organizational policy, practice, and culture as it relates to cybersecurity and will guide future research on how to shift fully towards resilience models as foundational to IT infrastructure from a cybersecurity point of view. Managers also have different perspectives regarding cybersecurity policies and infrastructures designed to support these policies. With a resilience paradigm, decision-makers can better view cybersecurity as more than a “guard against X threat” concept and embrace the benefits of resiliency models. Such models also benefit decisions makers in that they are partially relieved from having to make difficult decisions about what type of threats to prioritize (Dunn 2023) since the threat landscape is only one facet of a resiliency model. Other disciplines such as aviation/aerospace, healthcare, and nuclear energy have moved towards resilience thinking and embraced the complex realities that sometimes defenses will fail. The results of this study will also serve as a state-of-the-industry perspective from a mindset point of view and help those tasked with creating business continuity plans, disaster recovery plans, and emergency preparedness plans to think more broadly about the role of cybersecurity and potentially shift away from a narrower defense-focused stances and towards a broader resilience-focused point of view. This shift requires us to know the present state of organizational thinking and this research will inform future research on how to complete the paradigm shift as well as bring forth new IT-focused resilience models. This research will also inform IT education to the extent that most professionals are trained using a “fundamentals first” approach. This approach focuses on the technics of cybersecurity (e.g., developing secure code, stopping network intruders, etc.) more so than how to adopt any particular mindset. These fundamentals first approach has also caused security and resilience to be viewed as cost functions as opposed to a value function. It is the hope of this research to update this thinking towards a more value-focused paradigm to which resilience, unlike defense, is generally viewed as positive organizational value.

**REFERENCES**


ABSTRACT
The landscape of cyber careers is evolving continuously. Since the days of computer networking and the advent of cyber threats, the field of cybersecurity has seen progressively increasing changes in hacking and academic initiatives to incorporate cybersecurity education in colleges & universities. The world currently needs more penetration testers, incident responders, threat hunters, and cyber defenders than ever before. The cybersecurity market will reach $262 billion in global spending by 2026 (Kapko, M. 2022). The global security workforce has reached 4.7 million workers (Lake, S. 2022). The US Bureau of Labor Statistics predicts the number of information security analyst jobs to grow by 35%, making this the eighth fastest-growing occupation in the United States (Lake, S. 2022). But the cybersecurity-educated community has not kept up with the growing requirement for cybersecurity professionals, resulting in a gap between supply and demand. This paper will analyze current cybersecurity curriculums and suggests a framework to enhance cybersecurity curriculums for colleges and universities with and without cybersecurity programs.

BASIS OF THE STUDY
With each new device connected to a network, cybersecurity concerns increase. It necessitates the need to increase involvement and advancement of cybersecurity education. (Norita Ahmad, et, 2022). We propose using the curriculum framework of the National Centers of Academic Excellence in Cybersecurity (NCAE-C 2022) administered by the National Security Agency (NSA) for Cyber Operations (CO), for Cyber Defense (CD), and for Cyber Research (CAE-R) programs. The NCAE-C program aims to promote and support quality academic programs of higher learning that help produce the nation’s cyber workforce.

IMPLICATIONS
We propose that colleges and universities use the technical or non-technical approach to designing their cybersecurity programs at each level: Associate, bachelor's, Master, and Doctorate. The cybersecurity programs should target to create a skilled workforce in the areas of CO, CD, and CR. Colleges and Universities who follow and offer such programs using the CAE framework in their programs will not only create a skilled cybersecurity workforce that will bridge the demand and supply gap between cybersecurity jobs and workforce but also have a chance of getting certified and accredited by accreditors such as the NCAE-C.

ANALYSIS AND CONCLUSIONS
Colleges and universities currently offering cybersecurity programs will be evaluated to match the framework provided by the (NCAE) administered by the (NSA). Such college and university programs will be mapped to the framework provided by NCAE and NSA to arrive at a framework
compatibility score to establish alignment of their program offerings to those advocated by NCAE and NSA. The information and data for this analysis will be gathered by visiting the websites of these Colleges and Universities.

Colleges and Universities that have not joined this initiative and are eagerly waiting on the border can distinguish themselves by creating a niche in their program offerings by following one of the tracks: Cyber Operations (CO), Cyber Defense (CD), and Cyber Research (CR) depending upon the factors such as student demographics, geographic location, industry profile, workforce requirements. Depending on the level of degrees offered, these Colleges and Universities can consider either a technical or non-technical track and choose Cyber Operations (CO), Cyber Defense (CD), and Cyber Research (CR) as their adoption strategies in starting their cybersecurity programs. It’s important to note that the specific cybersecurity curriculum may vary depending on the educational institution, the level of the program (undergraduate or graduate), and any specialized tracks or concentrations offered. We plan to propose a technical and non-technical framework based on the factors listed above using the framework provided by the National Centers of Academic Excellence in Cybersecurity (NCAE) administered by the National Security Agency (NSA).
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ABSTRACT
With the increased connectivity of modern vehicles comes more vulnerability to cyber-attacks. In the past decade, the need for cybersecurity in everyday vehicles has increased dramatically. With the increase of technology packed into vehicles and the evolution of new technologies, cybersecurity measures have fallen behind. Several organizations have set standards and guidelines to increase the implementation of cybersecurity.
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INTRODUCTION
Our world has become more interconnected than ever before. The technology we carry daily connects us with people and information, all available within seconds from anywhere with a cellular signal (wireless connection). It’s not just our phones and personal devices that do this. This also extends to our modes of transportation, such as the cars we drive to the planes that carry us to far-off destinations. With all these vehicles becoming the Internet of Things (IoT) devices, the question of how secure they are is becoming a concern.

Since the early part of the twenty-first century, several vulnerabilities in our modes of transportation have come to light. At the time, automotive companies were focused on putting more and more technology into vehicles for convenience and luxury; proportionally, the number of computer components, called Electronic Control Units (ECUs), increased, and each served its function. One ECU would control the braking system, another the infotainment center, and another engine management. These controls were not initially designed with cyber threats in mind, (Valasek & Miller, 2014).

Known hacking of transportation is not limited to just automobiles. In May of 2015, the FBI detained programmer Chris Roberts in response to a Twitter post that he made after hacking into the avionics and flight control system via the in-flight entertainment system of a Boeing 737/800, "[I] [f]ind myself on a 737/800, [let’s] see Box-IFE-ICE-SATCOM, ? Shall we start playing with EICAS messages? "PASS OXYGEN ON" Anyone ? :)", (Anadolu Agency, 2015)" According to a warrant submitted by the FBI, Roberts had hacked into the inflight entertainment system several times between 2011 and 2014. In doing so, he gained a degree of control over the flight controls and, in one instance, caused the aircraft to drift sideways, (Anadolu Agency, 2015).

In more recent times, vehicles are moving toward electrification and automation. At the forefront of this is Tesla with their Enhanced Autopilot controlled by the Tesla Autopilot ECU (APE). The Tesla autopilot system is considered a Level 2 autonomous driving system, (Synopsys, n.d.). This supports adaptive cruise control, lane changing/ centering, self-parking, and summoning the car.
from a parking spot. This system also creates a very attractive cyber-physical attack surface. For example, researchers at the Tencent Keen Security Lab could gain control of the system and remotely drive the car using a gaming pad, (Tencent Keen Security Lab, 2019).

These are among the many vulnerabilities that have come to light in recent years. And it brings into question what can be done to resolve these issues. Federal agencies have issued best practices, guidelines, and standards for manufacturers that are being implemented. Consumer awareness is also on the rise.

**LITERATURE REVIEW**

A paper published in 2014 by IOActive, authored by Charlie Miller and Chris Valasek, looked at common systems in several different vehicles investigating/researching how they could be compromised and the potential effects of those systems being compromised, (Valasek & Miller, 2014). They also highlight how the structure of the network and ECU locations within a vehicle can show how difficult or simple a remote attack would be. This was one of the first research papers that brought attention to the potential cyber-physical attack on a vehicle, (Miller & Valasek, 2015; Valasek & Miller, 2014).

In 2015, these same security researchers were able to disable a vehicle using a connected cellular system remotely; this research by Charlie Miller and Chris Valasek was presented at the BlackHat security conference in Las Vegas, NV, (Greenberg, 2015; Miller & Valasek, 2015; Valasek & Miller, 2014). Three years later, a study, “OVER-THE-AIR: HOW WE REMOTELY COMPROMISED THE GATEWAY, BCM, AND AUTOPilot ECUS OF TESLA CARS,” again showed how a cellular-connected vehicle, this time a Tesla, was compromised, (Nie, Liu, Du, & Zhang, 2018).

Another early study by (Jonathan Petit, 2015), “Remote Attacks on Automated Vehicles Sensors: Experiments on Camera and LiDAR” investigated how external sensors could be deceived or blinded. The two products tested in this experiment were the MobileEye C2-270 camera and the Ibeo Illuminance (LUX) 3 Light Image Detecting and Ranging (LiDAR) systems. LUX is equal to one lumen per meter, a measurement of intensity as perceived by the human eye, (NIST, 2016). These and later versions are used in Advanced Driver Assistance Systems (ADAS) and automated driving systems, (Synopsys, n.d.). This particular study was performed in a laboratory rather than a live environment. This is taken into account in their conclusions, but they hypothesize about the viability of each attack method.

The National Highway Traffic Safety Administration (NHTSA), a U.S. Department of Transportation branch, partnered with the National Institute of Standards and Technology (NIST) to create the National Institute of Standards and Technology Cybersecurity Risk Management Framework Applied to Modern Vehicles. This was the first set of guidelines and recommendations by a government agency to facilitate best practices in the automotive industry, (McCarthy & Harnett, 2014).

ISO/SAE 21434 is now the international standard for cybersecurity risk management for road-going vehicles. This standard addresses the perspective of cybersecurity in engineering electrical
and electronic (E/E) systems. It allows companies to define cybersecurity policies and processes, manage cybersecurity risks, and foster a cybersecurity culture. ISO/SAE 21434 covers organizational cybersecurity management, project-dependent cybersecurity management, distributed cybersecurity activities, continual cybersecurity activities, development phases, threat analysis, and risk assessment methods. Compliance with this standard is recommended, not compulsory, (SAE International, 2021; Sembera, 2021).

Organizational cybersecurity management defines cybersecurity policy and governance, setting the rules and processes for cybersecurity. Responsibilities and personnel must be assigned to perform cybersecurity activities, support its implementation, manage risks, manage information sharing, and perform cybersecurity audits. A cybersecurity culture must be established that includes competence and awareness management with a goal of continuous improvement.

Project-dependent cybersecurity management is outlined and includes allocating responsibilities and planning cybersecurity activities for specific projects. The project's tailoring implementation includes reusing existing components, using out-of-context components, and using off-the-shelf components. This may only be used after assessing if said component introduces any vulnerabilities and if the modification would correct those vulnerabilities without introducing new ones. New attack techniques, newly discovered vulnerabilities, and changes in the original design must also be accounted for. A case must then be created for the item or component to explain the degree of cybersecurity it has or provides. An assessment is then made on whether the project results are accepted, conditionally accepted, or rejected.

Continuous cybersecurity activities need to be performed by an organization to meet this standard. They must monitor and collect information on vulnerabilities and potential threats to their products. In the case of an event, an assessment must be made to determine the level of impact and respond appropriately. Vulnerability assessments must be conducted regularly, and a root cause analysis must be performed to determine the underlying cause of any vulnerability, (SAE International, 2021; Sembera, 2021).

In 2016, the NHTSA published a new set of guidelines called Cybersecurity Best Practices for the Safety of Modern Vehicles. This document is an updated version of the NIST Cybersecurity Risk Management Framework Applied to Modern Vehicles. This document has also seen multiple updates in the last few years, with the most recent version published in September of 2022, (U.S. Department of Transportation, 2022). This revision builds upon ISO/SAE 21434, and information gathered through the Automotive Information Sharing and Analysis Center, (Auto-ISAC, n.d.).

The guidelines recommend a layered approach to vehicle cybersecurity that assumes some systems could be compromised. This could reduce the chances of a successful attack and mitigate potential damages. The importance of buy-in from the leadership level to create a cybersecurity culture is highlighted in the guidelines. This commitment to cybersecurity is demonstrated by allocating dedicated resources and personnel, providing continual education on cybersecurity to the workforce, streamlining direct communication channels for cybersecurity-related matters, and allowing personnel to voice considerations in the vehicle safety design process. The vehicle development process must include cybersecurity considerations that account for the vehicle's full
lifecycle. This process includes a risk assessment, removing or mitigating safety-critical risks to acceptable levels, and layers of protection for the assessed risks. Suppliers and the OEM should maintain an inventory of hardware and software assets used in each ECU so that if a vulnerability is discovered, the manufacturer can identify what vehicles are affected, (U.S. Department of Transportation, 2022).

The importance of sharing information regarding cybersecurity within the automotive industry was brought forth in Executive Order 13691, “Promoting Private Sector Cybersecurity Information Sharing, (Exec. Order No. 13691 Promoting Private Sector Cybersecurity Information Sharing, 2015).” The automotive industry created Auto-ISAC (Auto-ISAC, n.d.) to accomplish this. Using Auto-ISAC, automotive manufacturers, software developers, automotive equipment suppliers, and communication service providers can promptly share information about cybersecurity issues. To gather this information, manufacturers should create vulnerability reporting programs that provide external researchers a means to report vulnerabilities.

The guidelines also go into the more technical best practices for vehicle cybersecurity. Developers may leave access to an ECU open for debugging in the form of an open port. Such ports should be closed if there’s no foreseeable need for continued access. If there is a need for continued developer-level access, cryptographic credentials should be used to prevent unauthorized access. The cryptography that the manufacturer employs should be current. Vehicle diagnostic functionality should be limited as much as possible without affecting vehicle repair support and serviceability and should be secured with public key cryptography. If not properly secured, it could be used to compromise safety-related systems. Appropriate cryptography and encryption should also be used with communications to back-end servers, software updates, and over-the-air updates, (U.S. Department of Transportation, 2022).

There are several instances in which a manufacturer will use existing products made by an outside company in one or more of their vehicles. This is covered in the current ISO/SAE standard in distributed cybersecurity activities. It places responsibilities for the components used on both the vendor and the vehicle manufacturer. The vendor has several responsibilities before supplying a component to a manufacturer. Before purchasing from a vendor, the manufacturer will evaluate the vendor to see if they can conform to the standards of ISO/SAE 21434 or the previous implementation of a prior cybersecurity engineering standard, (SAE International, 2021; Sembera, 2021). The vendor must provide a record of their cybersecurity capabilities, including cybersecurity activities, incident response, and a summary of previous cybersecurity assessment reports; once the manufacturer partners with a vendor, responsibility for the component becomes divided. The manufacturer is responsible for validating the cybersecurity of the component on the vehicle level and reporting to the vendor if a vulnerability is discovered. It is then the manufacturer’s responsibility to deploy any software updates to correct vulnerabilities in both pre and postproduction vehicles, (U.S. Department of Transportation, 2022).

Keen Security Lab has researched various Tesla models and, in 2017, released a white paper with some of the results. The subject of this particular paper was successful remote attacks on the Tesla Model S and Model X via their Wi-Fi/3G connection. The vulnerabilities that allowed this attack existed in WebKit, a web browser engine initially released in 1998 that supports macOS, Windows,
and various Unix-like operating systems, (WebKit, 2023). The vulnerability used exploited the web browser in the Tesla (Nie et al., 2018). The vulnerabilities have been recorded in the Common Vulnerabilities and Exposures (CVE) database, which the MITRE Corporation created with the mission to “identify, define, and catalog publicly disclosed cybersecurity vulnerabilities,” (MITRE, 2023). The first vulnerability was local privilege escalation (CVE-2017-6261), a well-known kernel vulnerability that allowed them to gain root access and escape the “AppArmor.” AppArmor, initially released in 1998, is a Linux kernel security module that allows system administrators to restrict the capabilities of a program using profiles, (Spencerberg, 2006). They then bypassed code signing protection to insert a customized firmware updater by exploiting a random rename function (CVE-2017-9983). The firmware updater targeted the APE, gaining root access by executing unprivileged commands from the central information display allowing them to bypass the digital handshake, (Nie et al., 2018).

As the increasing need for autonomous vehicles (AV) continues to grow. There will be an increase in vehicle-to-infrastructure (V2I) systems, (Duvall, Hannon, Katseff, Safran, & Wallace, 2019). Curb modifications, staging areas, mobility hubs, and public charging facilities are all part of the new AV infrastructure, and each is vulnerable to physical and cyber-attacks. On April 27, 2023, the Federal Communications Commission published an advisory, “What is ‘Juice Jacking’ and Tips to Avoid It, (FCC, 2023).” This advisory warned consumers that public charging stations could load malware onto personal devices. These attacks can leave these vehicles at risk, (Johnson, Berg, Anderson, & Wright, 2022); indeed, vulnerabilities in AV and EV charging security are not hard to find, (Root, 2023); researchers from Concordia University highlighted, severe vulnerabilities that included the ability to disable chargers and deploy malware, (Nasr, Torabi, Bou-Harb, Fachkha, & Assi, 2022).

**DISCUSSION**

**Connected Systems**

Black Hat security researchers Charlie Miller, a security researcher for IOActive, an independent security research organization known for reporting high-severity vulnerabilities, and Chris Valasek, a security researcher for Twitter, exploited a vulnerability in the infotainment system of a 2014 Jeep Cherokee by accessing the system using the vehicle's cellular connection, (Coyle, 2015; Greenberg, 2015). The two security researchers initially exposed this vulnerability at Black Hat 2015, an annual international security conference (Miller & Valasek, 2015). These researchers remotely accessed this vehicle driven by Andy Greenberg, a Wired magazine writer, down a busy St. Louis highway (Coyle, 2015; Greenberg, 2015). At first, Andy didn’t notice any significant changes. Then the security researchers Charlie Miller and Chris Valasek turned on the air conditioning full blast and displayed an image of themselves wearing tracksuits on the infotainment screen.

Things started getting slightly more unpleasant for Andy when the radio station was changed and suddenly turned up to maximum volume. The wipers were turned on while the washer fluid was constantly sprayed onto the windshield. Then finally, the engine of the 2014 Jeep Cherokee was cut off, and the vehicle slowed to a near stop on the busy St. Louis highway, leading Andy to plead for control of the SUV back, (Coyle, 2015; Greenberg, 2015; Valasek & Miller, 2014).
Later, in a parking lot, the researchers further demonstrated how much control they had over the vehicle by taking control of the steering; while the Jeep was in reverse and disabling the brakes, causing the Jeep to end up in a drainage ditch. This was the first widely known incident of a car being hacked and taken control of. The two researchers made their findings known to Chrysler (Jeep’s parent company), and a recall was issued to patch the security vulnerability, (Greenberg, 2015).

A researcher for IOActive published an article in 2016 about how he gained access to debug information on their airline In-Flight Entertainment (IFE) system, (Santamarta, 2016). After a quick Google search found a directory of publicly available firmware updates for IFEs across multiple airlines, this finding was reported, and the directory is no longer accessible to the public. Still, the source code for the IFE devices was found on a different site. It is explained that if an attacker were to exploit a vulnerability, the most damage they should inflict would be within the entertainment and PA systems without being able to access the aircraft control domain. Such activities include stealing credit card information, altering displayed information, playing sound clips over the intercom, or crashing the whole system, (Santamarta, 2016). The physical controls of the aircraft and the aircraft control domain should be physically separated from the rest of the internal network, but this isn’t always the case. If there is a physical connection, the potential of an attack can’t be disregarded.

**Sensors**

Vulnerabilities in modern vehicles, however, are not limited to remote attacks. Vehicles that employ any level of automation rely on inputs from multiple sensors and cameras all over the vehicle. These sensors are not impervious to deception or tampering. Sensor vulnerability is an emerging cybersecurity area in which vehicle sensor data can be manipulated. The Cybersecurity Best Practices for the Safety of Modern Vehicles states that OEMs need to take the risks of sensor vulnerabilities and signal manipulation into consideration in the vehicle development process, (U.S. Department of Transportation, 2022). Research has shown that creating minor physical changes to the road surface or road signs could fool automated systems. Researchers at Keen Research Labs demonstrated this on a Tesla Model S after remotely obtaining “root” privilege of the APE. After gaining the root privilege, the researchers manipulated the parameters for lane detection. In this experiment, called the “Fake Lane Attack,” three inconspicuous lines were painted on the road. Due to the manipulation, the Autopilot recognized these lines and caused the car to steer toward the oncoming lane, (Tencent Keen Security Lab, 2019).

McAfee Advanced Threat Research studied “Model Hacking,” which exploits weaknesses in machine learning algorithms to change results. Using known attack methods that affected image recognition in automated systems and focused on causing traffic signs to be misclassified, (Povolony, 2020). The result was an attack that would cause targeted and untargeted misclassification of traffic signs. When combined with the physical application of stickers to a targeted sign, the sign would be misclassified. A real-world experiment was then conducted using a Tesla Model X with Speed Assist and Tesla Automatic Cruise Control enabled and a 35mph sign with black tape that slightly altered the shape of the number. The result was the system classifying the 35mph sign as an 85mph sign causing the car to accelerate.
Alternatively, cameras and sensors can also be affected by physical attacks. One study experimented with using LEDs and lasers to fully or partially blind a Mobileye C2-270 camera, commonly used in vehicle automation systems. With the use of a 650nm laser, researchers were able to blind the camera partially. The results using LEDs were not successful in fully blinding the camera but were able to confuse the camera using a high output LED matrix, (Jonathan Petit, 2015). This determined that while the light was not particularly effective in blinding the sensor, a laser could have a blinding effect but was limited and not practical for an actual roadside attack.

**Third-Party Products**

To further complicate this emerging threat landscape, introducing third-party or aftermarket hardware and software presents additional threat vectors to these safety-related systems. Aftermarket systems can present an opportunity for attackers to gain access to a vehicle and its systems. Unlike other vulnerabilities, these are created by consumers installing devices and applications not provided by the original equipment manufacturer (OEM), (U.S. Department of Transportation, 2022).

Introducing third-party (aftermarket) hardware and software presents an opportunity for attackers to gain access to a vehicle and its systems. Unlike other vulnerabilities, these are created by consumers installing devices and applications not provided by the original equipment manufacturer (OEM). As such, the OEM has often not considered these devices when developing the vehicle's internal network security. This issue was recently addressed in the NHTSA Cybersecurity Best Practices 2022 update, (U.S. Department of Transportation, 2022). It states that the OEM should consider consumers connecting aftermarket devices to the vehicle, provide reasonable protections, provide appropriate access, and authenticate any such connection. Aftermarket device manufacturers must also consider that their devices connect to a cyber-physical system. Even if the original purpose of their device may not interact with safety-related systems, they must consider the possibility that access could be gained into such systems through their device and should employ strong cybersecurity protections.

Devices that create vulnerabilities can be any that provide an external pathway or connection. For example, ODB2 (Onboard Diagnostic 2) dongles that run insecure firmware can introduce a vulnerability by providing a threat actor access through Bluetooth or Wi-Fi, (Sembera, 2021). Further, any inadequately secured external device with an internet or mobile connection can introduce vulnerabilities to a vehicle's infotainment system when connected through Bluetooth or Wi-Fi. Consumers should consider any aftermarket device's intended function and purpose when connecting them to their vehicles. Ideally, a device should only be connected for as long as it needs to fulfill its purpose and then promptly disconnected afterward. How these devices transmit information should also be considered. It is well-established that Bluetooth has not been a reliably secure connection method, but it is often used to sync with aftermarket devices. If it is necessary to use one of these devices, the best practice would be to have the connection active only for as long as needed. The device's origin should also be checked, and research if there are any known vulnerabilities in the device.

Third-party applications are also something that consumers should be wary of. Once again, research should be done before installing and connecting to a vehicle. The application's origin
should be a strong consideration in whether to download and utilize it. Ensure the application is from a reputable company and research any past or current vulnerabilities. It is also important to know what permissions the application has and what information is being stored. Tesla recently had an issue with a third-party app creating a physical vulnerability with their Model 3’s and Model Y’s. The vulnerability, discovered by 19-year-old David Colombo, originated from the TeslaMate app. The app is a popular logging tool designed to track energy consumption and location, but apparently, the app also stored the car’s API access key (keyless access) and owner information. This allowed Colombo to gain entry to several different vehicles across multiple countries. The data could also be used to attack the affected vehicle remotely. The vulnerability was reported to both Tesla and TeslaMate before he announced his findings. TeslaMate issued a security patch, and Tesla revoked the security certificates for the affected vehicles, (Harel, 2022).

Infrastructure
The infrastructure behind connected vehicles provides attackers with a significant and viable attack surface that is easier to exploit than a direct attack on the vehicle. Infrastructure could be used to create a vulnerability in a connected vehicle or compromise systems that directly support a vehicle or its guidance. This makes it an attractive target to both individuals and state actors.

On October 10th of this year, the pro-Russian hacktivist group “Killnet” announced a distributed denial-of-service campaign against several components of US infrastructure. The announcement highlights “All Airports” as potential targets. That same day they succeeded in taking the websites for a handful of airports, including Atlanta, Chicago, New York, and LA, offline in their attack. The Transportation Security Administration stated that while the websites were taken offline, the attack didn’t disrupt operations, (Aratani, 2022; U.S. Department of Transportation, 2022). Even though this attack didn’t reach any operations systems, there is a clear need for cybersecurity protections for air traffic management systems.

For road-going EVs, there is a bit of a blind spot in part of the supporting infrastructure. This blind spot is public chargers. There is a significant need to enhance the security of public vehicle supply equipment (EVSE). Part of that need involves protecting customer data such as payment information, account information, locations visited, and the frequency of those visits. Another concern is overcharging. There are redundant safety systems installed in EVs and EVSEs to prevent fires, battery damage, and other safety issues. Despite this, there is a risk that the EV-to-EVSE connection could be compromised and bypass those safety systems. The EV-to-EVSE connection also presents bad actors with another attack surface to the vehicle. This may not affect EV owners who can charge their vehicles at home and never use their EV to travel long distances. However, public charging stations are necessary for those who cannot charge their vehicle at their residence or those using them to travel, (Jonathan Petit, 2015).

CONCLUSION
In our world, where we are constantly connected, our vehicles have become IoT devices with valuable, real-time information and entertainment features. This convenience has also come with its own set of risks. As technology evolves and automation becomes more prevalent, the systems that make it possible must be secured from attack, but cybersecurity measures have yet to catch up.
Several government and industry organizations have recognized the risks and implemented vehicle development and support standards throughout its lifecycle. The NHTSA partnered with NIST to create the first set of cybersecurity guidelines for road vehicles and later released the *Cybersecurity Best Practices for the Safety of Modern Vehicles*. Last year, the International Standards Organization released ISO/SAE 21434, *Surface Vehicle Standards - Road Vehicles - Cybersecurity Engineering*. The NHTSA then expanded on the Cybersecurity Best Practices with an update in late 2022, incorporating and expanding on ISO/SAE 21434. While all these are voluntary standards and guidelines, manufacturers must now consider cybersecurity when developing their vehicles.

Connected vehicles have many different vulnerabilities that attackers could exploit. Infotainment centers with cellular and/or Wi-Fi on cars and airliners provide prime targets for potential attackers to access vehicle systems. Sensors are another potential target for attacks. The data transmitted from a sensor can be manipulated into fooling automated systems, and the sensors can be blinded or confused. Third-party products and applications can introduce vulnerabilities to a vehicle's design. While the OEM is responsible for any products used in manufacturing, consumers should use caution when installing new applications or connecting devices. The infrastructure that supports connected vehicles is also a viable attack route. An attack could cause travel disruptions, steal payment information, or cause cyber-physical damage.

While there are areas in which consumers need to take precautions, most of the responsibilities for vehicle cybersecurity fall on the manufacturers. Manufacturers of any modern vehicle need to adopt considerations for cybersecurity through all phases of the lifecycle of vehicles. Adopting these standards is necessary to avoid monetary loss and the loss of trust in a product or brand. Some manufacturers go as far as to challenge hackers to attempt to hack their vehicles in public contests to test and improve cybersecurity in their vehicles, (Lambert, 2020). At the same time, in the past, others have taken legal action to prevent such research from being published rather than addressing the problem, (BBC News, 2013). It has already been demonstrated that connected vehicles have been in service with vulnerabilities for some time. These vulnerabilities are the byproduct of increasing the connectivity of vehicles for the convenience and luxury it offers without consideration for cybersecurity. The standards and guidelines that have been voluntary until now must be made mandatory. Leaving compliance to these standards as voluntary is not an option as it presents a major risk to public safety.
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ABSTRACT
Cybersecurity consists of the guidelines and techniques used to defend from online hazards. But, with the growing shortage of cybersecurity officers and expanding cyberattacks, cybersecurity knowledge needs to be widespread which is why cybersecurity education is offered as a solution. To find effective methods of instructing cybersecurity, we conducted a literary review on existing propositions. The method consisted of using a flowchart approach which began with using keywords to discover sources, answering our thesis questions, and analyzing data based on criteria. Then, ten sources were finalized based on the performed evaluation. From the research, it was found that cybersecurity education is often inadequate because of a lack of school focus and teachers for cybersecurity. Hence, perspectives towards teacher preparation and collaborative curricula for cybersecurity were given. Some studies focused on media campaigns to promote the growth of cybersecurity education among families and the government. And, other studies focused on training teachers through summer programs, building on existing curricula, and working with experienced cybersecurity professionals. Ultimately, the studies not only focused on helping students learn cybersecurity but also aimed at strengthening teachers’ understanding and educational programs, to boost cybersecurity learning to a global, unified level.

Keywords: Cybersecurity Education, Cybersecurity Curriculum, Teacher Preparation, Cybersecurity Awareness, Curriculum Design.

INTRODUCTION
Cybersecurity is defined as the measures taken to protect online users, networks, and data from unauthorized attackers and cyber threats. Specifically, many cyber threats comprise cases involving cyberbullying, online fraud, and racial abuse, which are directed toward vulnerable children on the Internet. And, pairing this with increased reliance on technology after the COVID-19 Pandemic, additional cyber threats have surged, increasing the risk for children online. As a result, many have begun discovering cyber breaches to be a consequence of human error and ineffective cybersecurity education. Ineffective Cybersecurity Education, particularly, is caused by the shortage of cybersecurity instructors in K-12 education and a missing established curriculum. And, to combat this issue and promote K-12 cybersecurity education, school officials and studies found innovative approaches to train cybersecurity educators and improve yearlong cybersecurity courses.

One adopted method includes giving new teachers hours of summer training for effective cybersecurity education and pairing them with industry partners, who can best provide them with updates and reviews of their teaching methods. Another method, similarly, includes promoting collaboration among educators who get to partner with one another to further develop cybersecurity curriculums. Moreover, additional methods also use discrete approaches by using
fun activities, like Capture-The-Flag, to enhance student desire and confidence to practice cybersecurity.

The objective of this writing is to understand how to best prepare K-12 cybersecurity educators and establish a developed curriculum. We do this by analyzing the methods mentioned above and seeing the similarities between each method. And, by comparing the numerous studies, we describe which techniques work, and which do not. This can not only provide schools with effective strategies for developing cybersecurity education and training teachers but also reduce those strategies to the strongest possible ones with positive outcomes.

Lastly, the text is organized as follows: The next section covers the methodology that describes how we completed the research for this writing, followed by the literary review that evaluates each study and the validity of each teaching strategy. Then, next is the Discussion Section which elaborates on the similarities and strengths of each study, and the best procedures to train cybersecurity teachers and build adequate curricula. Lastly, the references section is provided to demonstrate the findings and citations of our sources.

**METHODOLOGY**

To address the challenges of K-12 cybersecurity education, we formed our research around two thesis questions. That being discovering the challenges educators face in the cybersecurity field, and how those educators can learn through training and experience to effectively instruct cybersecurity to K-12 students. Specifically, we answered these questions by conducting a literary review of sources to consider different strategies for preparing teachers and interpreting cybersecurity education. And, we further extended this study by comparing the differing methods from many sources and analyzing how effective each would be given its results.

To gather evidence and sources for review, we used three key steps:

- **Inclusion Criteria**
- **Data Search and Breakdown**
- **Data Evaluation and Computation**

**Inclusion Criteria.** First, we considered sources in our study that were academically peer-reviewed to validate data and information presented as accurate based on done research and completed conferences. Then, to avoid obsolete sources and translating threats, we developed a requirement for our sources to strictly be in English and published during the 21st century. Moreover, we cut our sources to full-text sources that included abstracts, research results, and discussions to gain as much information as possible. Lastly, our criteria for incorporating sources consisted of matching keywords. This point was crucial for later searching for sources and guaranteeing that the found sources matched our ideals and goals for the project. Particularly, the keywords we analyzed included a combination of: “Cybersecurity Education,” AND “Teacher Preparedness,” OR "Cybersecurity Curriculum Design,” OR "K-12 Learning for Cybersecurity,” OR "Cybersafety Awareness," AND “Teacher Preparedness”.

**Data Search and Breakdown.** Then, adopting the keywords discussed above, we discovered over 50 sources through Google Scholar. This opened our research to many databases including
After finding these databases, we analyzed the sources using our criteria and reduced the source count to 25 based on their relevancy to the topic and thesis questions.

Data Evaluation and Computation. We broke down the found number of sources further, from 25 to 10, after analyzing evidence components. We did this by reading the methodologies, results, and discussions contained in each study, and how they correlated with our topic. The ideas that connected to our research questions included explanations of why cybersecurity teaching is important, methods of preparing teachers for cybersecurity education, organization of cybersecurity curriculum for schools, and the results of the tried methods on students. Ultimately, using this technique we how each source efficiently promotes cybersecurity education and strengthens teacher training to compute whether the source should be considered for the final literature review.

This methodology is further illustrated and clarified in the Flowchart (Diagram 1) below.
Diagram 1. Process of gathering sources for Literary Review.

**Thesis Question**
1. What are the challenges teachers face in teaching cybersecurity?
2. How can we prepare and train teachers for K-12 Cybersecurity Education?

**Searched in**
Google Scholar Library
To find academic sources through
- ProQuest
- IEEExplore
- ACMDigitalLibrary
- LearnTechLib
- Taylor&Francis
- ASEE-PEER

**Using Keywords:**
- "Cybersecurity Education"
- "Teacher Preparedness"
- "Cybersecurity Curriculum Design"
- "K-12 Learning for Cybersecurity"
- "Cybersafety Awareness"

**Criteria for including sources:**
1. Peer-Reviewed Academic Journals
2. Published during the 21st Century
3. Published in English
4. Full Text available, along with Abstract
5. Matches Keywords OR Topic Questions

**Breakdown of Sources:**
- ProQuest: 3 sources
- IEEExplore: 9 sources
- ACMDigitalLibrary: 6 sources
- LearnTechLib: 2 sources
- Taylor&Francis: 2 sources
- ASEE-PEER: 3 sources

**Total Number of Studied Sources:**
25 sources

**Data Analysis methods used to compute relevant sources:**
1. Evaluate Titles and Abstracts to gain general idea of the source.
2. Consider diverse methods of how to train teachers and educate students effectively.
3. Conclude, using discussions, how the study effectively or ineffectively promotes cybersecurity education and strengthens teacher training.

**Total Number of Sources included in Published Draft:**
10 sources

**Assess different aspects of the studies including title, abstract, methodology, results, and discussions.**
RESULTS
This section consists of our discoveries on cybersecurity education and teacher preparation based on peer-reviewed academic journals. Specifically, non-experimental methods, like literary review, were used to analyze each source and answer our thesis questions about the challenges and preparation of cybersecurity education.

3.1 Why is cybersecurity education important in K-12 schools?
Cybersecurity Education is important for K-12 learners for assorted reasons varying from learning to protect from cyber threats online to learning about safe browsing online. Dawson, et. al point out that after the COVID-19 pandemic cyberattacks on institutions have greatly resulted from an increase in reliance on digital technology. And, pairing this with the shortage of cybersecurity professionals and high expenses that follow cybercrime, Dawson, et al. argue for better implementation of cybersecurity education to not only help reduce cyber threats in schools but to also promote cybersecurity as a professional among the youth (Dawson, n.d.). Likewise, Alrabaee, et al. report comparable results where a lack of cybersecurity education has allowed for criminals to take advantage of technology to advertise their illegal products, like drugs, and further use technology to attack and target vulnerable organizations. In doing so, the authors seek to promote cybersecurity education by describing and extending the existing efforts cybersecurity programs that are used in education worldwide (Alrabaee et al., 2022). Sanzo, Scribner, and Wu explain in their Paper how cyberattacks have become more common, sophisticated, and harmful because of a reduced number of effective cybersecurity professionals, which is a shortage that results from untapped pools of talent, a lack of diversity, and inadequate standardization within K-16 institutions. In other words, Sanzo, Scribner, and Wu argue that cyber threats happen because of improper standardization and inclusion of cybersecurity education in schools, and argue the importance of how middle schools, high schools, and universities must work together to improve cybersecurity education and combat the shortage of technical professionals (Sanzo et al., 2021). Rahman, et al. use a unique perspective towards cybersecurity by explaining how children using technology and the Internet need to defend themselves against personal cyber risks. Particularly, they argue how children are vulnerable to gaming and gambling addiction, cybersex, and pornography on the Internet, exposed to sharing personal information, and victims of cyberbullying, and as a result, must learn about effective strategies, in school, to defend themselves from such problems and safely browse on the Internet to avoid threats and inappropriate content (Rahman et al., 2020).

3.2 What are the best strategies for developing a cybersecurity curriculum and preparing K-12 teachers for education? How can each strategy be effective?
As described above, cybersecurity education is important for challenging worker shortages and learning to defend online, which is why an effective curriculum and teaching methods are needed for such education. According to Dawson, et al., teachers originally believe cybersecurity to be an irrelevant and difficult topic to teach, and do not think much of it; however, when presented with a curriculum and the given problems with cyber threats, they gain the self-efficacy and awareness to teach the topic (Dawson, n.d.). But, when asked to rate their abilities to teach cybersecurity (C3) topics, in a survey, the teachers answered that they lacked confidence and preparation to teach the challenging material. Hence, strategies for better teaching strategies and establishing a unified
cybersecurity curriculum for educators are given. Specifically, Javidi and Sheybani, explain a way to create a Cybersecurity Pipeline which can connect teachers, students, parents, and industry stakeholders and raise awareness for cybersecurity education. And, through such Pipeline, teachers can obtain hours of summer training which shows them ways to incorporate cybersecurity education through AP (Advanced Placement) classes and fun-learning environments that include real-world problems (Javidi & Sheybani, 2018). Similarly, in another approach, IT (Information Technology) industry partners are also linked with teachers to teach them specific cybersecurity skills and provide them with learning templates that blend interactive and lecture methods of teaching (Javidi et al., n.d.). This shows the effectiveness of pairing teachers with professionals in the industry who can work together to enhance cybersecurity education in schools and further create more cybersecurity professionals graduating from the same schools. Additionally, skilled IT professionals can not only help teachers create new learning environments but further extend existing efforts. This strategy promoted by Alrabaee, et al. signifies that instead of only providing teachers with ideas, industry stakeholders can conduct a continuous review of cybersecurity educators to measure and update teachers’ awareness and skills (Alrabaee et al., 2022). As a result, teachers are informed what they may be doing correctly or incorrectly to reconsider and improve their teaching techniques. Furthermore, another strategy uses a similar idea to pair together educators to establish a unified cybersecurity curriculum. As put by Sanzo, et al., K-12 schools join to create a collaborative curriculum, CIPHER, which incorporates student committees, designs cybersecurity pathways for students, and hosts professional cybersecurity development seminars for teachers (Sanzo et al., 2021). This implementation of a curriculum not only helps teachers gain more insight into preparedness for cybersecurity instruction from other teachers but also helps students work with other students and expand their interest and enjoyment of cybersecurity. Likewise, an approach using games, like Capture the Flag, also engages students together. As put by Leune and Petrilli, gamified simulations of cybersecurity, like Capture the Flag, in a curriculum can help students engage in entertaining activities and learn from real-world problems which also serve as lecture-style instruction. And, when tested, the CTF methods worked as they not only taught students new practical skills but also boosted students’ self-confidence about learning serious cybersecurity topics (Leune & Petrilli, 2017). However, the following strategies would still be ineffective if cybersecurity education is not well-known or widespread. The major challenges in cybersecurity education are the lack of educational expertise, funding, and resources, and Rahman et al. Media campaigns, like television and radio broadcasts, would combat this problem (Rahman et al., 2020). Essentially, online promotion of cybersecurity learning challenges would not only influence governments and institutions around the world to develop cybersecurity education but also guide children’s and parents’ beliefs towards learning the importance of digital security.

3.3 What would be the outcome and impact of each strategy, in terms of cybersecurity education? Each strategy does not only impact students’ education through teacher training, but also impacts parents, industry partners, and school departments who raise awareness and work alongside to promote improving cybersecurity education. And, such results are expressed in Diagram 2 below.
DISCUSSION AND CONCLUSION

In our literary review, cybersecurity education primarily shared an educational and worker perspective. The view aimed to combat the existing threats of cyber, and aim to overcome them through stronger, unified cybersecurity education. And, most of the studied sources break down the importance of cybersecurity education as a technique to overcome worker shortages and inform the youth of online safety on the Internet. Asghar and Luxton-Reilly emphasize how many, like the researched sources, link cybersecurity education and cyberthreats, “To address the global shortage of Cybersecurity skills, many universities have introduced degree programmes in Cybersecurity... [yet] there is no established global Cybersecurity curriculum currently followed by universities” (Asghar & Luxton-Reilly, 2020). Thus, to assess cybersecurity unemployment and create more workers, many solutions proposed creating a unified cybersecurity education
system where teachers would collaborate with other educators and professionals in the Information Technology and Security fields. Additionally, other proposals focused on teacher preparation where teachers would receive the benefits of summer training, learning templates, and continuous teaching evaluation to improve learning outcomes for their respective cybersecurity classes. Lastly, some suggestions focused on building existing curriculums and helping students by engaging them in fun learning activities and communities and demonstrating the importance of cybersecurity through media. In summary, the propositions for a global cybersecurity curriculum can be summed up into three categories. Rowe, et al. describe the recommendations by stating a global curriculum should verify and update elements of cybersecurity, familiarize students with terminology, and evaluate students learning through real-world problems (Rowe et al., 2011). In conclusion, with growing cybersecurity unemployment and increasing cyber threats, teacher preparation and curriculum design become vital processes for ensuring effective cybersecurity education and educating others to defend themselves online.
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ABSTRACT
As information flow grows, the massive quantity of facts clutters and piles up to unprecedented amounts. Yet all this bulk of data is so diverse, disordered, and structureless, it becomes strenuous to analyze and extract value from it. Information flow and facts creation does not necessarily refer to valuable data. Many algorithms have been developed to process this aggregate of data. This article reviews the current definitions of big data, summarizes the presently used machine learning techniques to analyze and process big data, and discusses deep learning techniques in contrast with conventional machine learning practices. As big data tends to be irrelevant if it is not properly handled, several deep learning techniques are outlined, and summarized to show ways to extract value from vast information sets. Understanding the deep learning advantage to extract value could help to develop new deep learning approaches for big data handling affairs, or to improve existing deep learning methods to maximize the valuable information that results from the massive aggregates of data.

Keywords: big data, machine learning, data processing, deep learning

INTRODUCTION
Big data are large-scale data sets generated by new technologies, such as mobile devices, points of sale, automated systems, social media, and the Internet of Things (Song et al., 2020). Big data is defined as a vast aggregate of facts that is highly structureless and disordered. (Khan et al., 2014). Retrieval and probing processes derive value from them. Yet a constant need for new technologies and architectures is often a quest without an end (Katal et al., 2013, Collymore et al., 2017). As information growth spurs swiftly, data dimensions surpass their handling capabilities (Power, 2014). Therefore, it becomes cumbersome to manage such large quantities in a reasonable time (Katal et al., 2013; Khan et al., 2014; Neaga & Liu 2014).

Currently, big data is an in-demand notion. It relates to the current and substantial usage of multimedia, social media, and the web throughout a broad span of apparatuses. The widespread use triggers an exponential growth in data hereafter (Neaga & Liu, 2014). Such complexity resolves into a burdensome undertaking to link, match, cleanse, and transform data across systems coming from various sources (Katal et al., 2013). Furthermore, data can be thorough in purview, seeking to cover whole populations or arrangements. Information might be akin; it could hold shared domains that allow the combination of separate information assortments (Kitchin, 2014). Big data is defined as the ability to manage, process, and analyze the five dimensions of data (5V): (Ahmad et al., 2020) volume, velocity, variety, value, and veracity (Wamba & Akter, 2019). The digital tool used for data collection and processing in big data is artificial intelligence (Kulakli & Osmanaj, 2020). The volume of data is generated from different sources, the result of which is the creation of information and observable patterns through data analysis (Casarotto et al., 2021). Data
visualization improves the possibility of representing actual information and details in an organized manner leading to greater efficacy (Ridzuan, Nazmee, & Zainon, 2022). The integration of artificial intelligence in analytical business processes maximizes organizational competence in the performance of roles to be more efficient (Tinoco, Parente, Correia, Cortez, and Toll, 2021).

Machine learning is an enclosed action progression that allows computer programs to learn in self-activating ways to better themselves from historical facts. Its techniques are often grouped into supervised, unsupervised, or semi-supervised learning procedures. Machine Learning is one of the sparking novelties causing a pinnacle in the arising technologies promotion cycle expectancy scale (Crespo & Ojeda, 2017).

Deep Learning algorithms befit whenever there is learning from vast groups of unsupervised facts. They learn data depictions in a greedy-tiered manner. Deep Learning results have yielded remarkable outcomes in diverse machine learning applications, such as speech recognition, computer vision, and natural language processing. (Chen & Lin, 2014; Najafabadi et al., 2015)

Deep Learning techniques are appropriate if learning from large sets of unsupervised data is required. In a greedy tier-based fashion, they learn data visualizations. Results from deep learning have produced outstanding results in a variety of machine learning applications, including speech recognition, computer vision, and natural language processing.

**LITERATURE REVIEW**

**Big Data Core Attributes**

Big data attributes have increased as the overflow of information faces greater challenges. While the first models consisted of three core characteristics, namely, volume, variety, and Velocity (Bagheri & Shaltooki, 2015), other authors add the core trait of veracity to the mix (Neaga & Liu; Wang & Yuan, 2014). Yet as the bulk of data continues its rise, further traits are considered (Power, 2014; González & Ojeda, 2016) up to seven core principles (Katal et al, 2013; Khan et al, 2014). Particularly, Khan et al, 2014, suggest 6 core principles Volume, Velocity, Variety, Veracity, Validity Volatility, and Value.

Big data volume concerns the input magnitude being generated from all origins such as text, audio, video, social networking, research studies, medical data, space images, crime reports, weather forecasting, and natural disasters, among others (Khan et al., 2014). It also applies to the gathering of vast amounts of data daily consisting of terabytes or petabytes of information (Katal et al., 2013; Chen & Lin; Kitchin, 2014). In terms of the velocity feature, it refers to the information immediacy arising from several starting points (Katal et al., 2013), high in speed, and being brought about in or near real-time (Kitchin, 2014). Notwithstanding, it is not only the velocity to arriving facts that counts, but streaming the swift bestirring information into some big reservoir for further processing and examination.

Namely, such procedures are carried on either to preserve input facts or to oblige some response to the specifics as they come in. (Khan et al., 2014). As variety is concerned, large data are verily diverse. They comprise raw, structured, half-structured, and even structureless facts. Such information is hard to be tackled by the present customary analytic methods (Katal et al., 2013;
Moreover, most data enter straightly from real human interfaces, thus mistakes are most certain in such information. As details variety impacts data unity, the more variety is reckoned in data, the more mistakes it would hold. (Khan et al., 2014). Lastly, veracity bespeaks the truthfulness of data (Khan et al., 2014). Unreliability of the information flow may arise accordingly. Partialness, duplicity, or rough estimates affect the veracity of facts altogether (Neaga & Liu, 2014). Hence it weighs dearly to cleanse big data with extensive instruments and algorithms (Khan et al., 2014).

According to Khan et al., there are three more concepts to consider regarding big data. The concept of validity arises as the contextual accuracy and rightfulness of information. Data could be truthful as itself but inaccurately applied to certain situations. Therefore, it is important to match reliable data with the proper medium, otherwise, validity would be compromised. (Khan et al., 2014). Volatility is defined as the upkeep guidelines of structured facts daily employed in businesses. Whenever the usage expiration is met, the data is eliminated. If upkeep surpasses its span, storage, and security could become costly to enact. Concepts affecting data such as Volume, Variety, and Velocity endow Volatility with weight and meaning herein (Khan et al., 2014).

According to Katal et al., big data value applies to take relevant outcomes from sifted information or to classify it following previously established constraints. Such a system model ought to manage efficiently massive portions of information. Moreover, to extract its worth, it is needed to draw out the most relevant information from all formerly gathered data of the organization. Concerning Khan et al., value is the wanted result of big data handling. There is a willingness to take out the best of any big data class that is collected. Information worth must surpass its price, right of possession, or operation (Khan et al., 2014).

**Data Processing Techniques**

Machine learning is an enclosed action progression that allows computer programs to learn in self-activating ways to better themselves from historical facts. Machine Learning can be employed in many fields such as bioinformatics, statistics, neuroscience, computer engineering, mathematics, business management, medicine, and computer science, among others. It seeks to solve composite decision-making and analytical chores in a self-activating manner. Many kinds of machine learning procedures exist, to wit, support vector machine (SVM), artificial neural networks (ANN), decision trees (DT), K-nearest neighbors (k-NN), and non-parametric Bayesian techniques (Crespo & Ojeda, 2017).

Even so, traditional machine learning and feature engineering algorithms are not sufficiently productive to draw out the composite and non-linear tendencies widely detected with big data. In contrast, deep learning techniques allow the employment of reasonably easier linear models for big data analysis chores, namely, categorization and forecasting (Najafabadi et al., 2015).

Deep learning bespeaks machine learning methods that wield supervised, half-supervised, or unsupervised policies to acquire hierarchical depictions in deep structures for further categorization in a self-activating manner (Chen & Lin, 2014). Self-activation of information abstraction procedures is the ruling notion behind deep learning algorithms. These sets of rules
seek to resemble the human brain's capabilities for verily composite problems as well as its hierarchical knowledge acquisition methods (Najafabadi et al., 2015).

There are different deep learning algorithms, such as deep belief networks (a type of restricted Boltzmann machines), convolutional neural networks, and auto-encoders. (Chen & Lin, 2014; Najafabadi et al., 2015). Often conventional neural networks become shut in local optima of a non-convex objective function. This occurrence gives rise to deficient rendering. A deep belief network (DBN) employs a deep structure with learning depiction capabilities for both labeled and unlabeled data given to it. It includes both unsupervised pre-training and supervised fine-tuning procedures to build the models (Chen & Lin, 2014).

A convolutional neural network bespeaks many hierarchy tiers; some strata work for attribute depiction others classify using a conventional neural network formation (Chen & Lin, 2014). The term Auto-encoder (or auto-connector) stands for three-stratified networks, namely, the input tier, the hidden tier, and the output tier. These auto-encoders seek to learn input depictions in the hidden stratum to rebuild such input in the output tier (Najafabadi et al., 2015).

Although deep learning techniques have displayed wondrous outcomes in many enactments, their preparation is not an easy errand for Big Data learning to complete. The deep stacking network, the tensor deep stacking network, the large-scale deep belief networks, and the large-scale convolutional neural networks are protocols to carry out deep learning for vast information quanta (Chen & Lin, 2014).

METHODOLOGY

The presented research was a literature review, consisting of 19 published articles from 2013 to 2021. Namely, the concepts of big data and machine learning, and deep learning are discussed and analyzed throughout the paper. Furthermore, an analysis of different points of view was carried out to trace the train of thought to gather conclusions to pursue future research based on current trends or needs.

DISCUSSION

Big data bespeaks massive gathering of structureless disordered facts. As it grows to unthinking amounts; there is a need to handle this data appropriately. Many efforts have been made to extract value from big data. Namely, machine learning techniques have proven useful to process data such as support vector machines, artificial neural networks, decision trees, K-nearest neighbors, and Non-parametric Bayesian techniques among others. Yet big data require better solutions to unstructured sets of facts. There is when deep learning algorithms come to play a part in the unruly world of big data affairs. Indeed, deep learning has succeeded to this account superseding conventional machine learning practices.

It is there when it is wise to lead our efforts to apply deep learning techniques to extract value. If such a vast aggregate of facts is unable to give value, in the end, it is worthless. Even so, such value depends on the given context. Understanding the deep learning advantage to extract value could help to develop new deep learning approaches for big data handling affairs, or to improve
existing deep learning methods to maximize the valuable information that results from the massive aggregates of data.
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ABSTRACT
This research paper analyzed student perceptions of accepting technology in the everyday life of undergraduate college students at a small rural southern university. Specifically, it explored the perceptions and usage, and acceptance of technology. Two hypotheses were tested to determine if time changes student’s perceptions of security concerns and technology usage. The quantitative study concluded that both hypotheses were nullified meaning that no effect exists in the population. Implications of the study recommend more focus on cybersecurity awareness possibly through training and if we want people to accept new technology it must have perceived usefulness as indicated by TAM (Davis, 1989). TAM was not directly/specifically used in this study as intended by Davis (1989), but was only used in this study to give more insight to why people do what they do. Limitations to this study included, participant count, population sample size, 2020 participation was lacking due to COVID, and the survey was only administered to general business, management, and CIS students. Concluding that a future qualitative study would provide the needed depth giving the richness as to why students perceive these two topics as they do.
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INTRODUCTION
The COVID 19 pandemic continues to change the lives of people in many ways. In terms of technology, technology usage has grown exponentially since the COVID-19 pandemic. Statistically speaking, internet services usage when compared to pre-lockdown is of 40% to 100% (Branscombe, 2020). Gen Z, which consists of 16–23-year-olds, the primary sample group of this study, agree to spending more time using their devices such as smartphone (82%), laptops (565), and desktops (34%; Branscombe, 2020). Pew Research Center (2021) stated the following: “90% of Americans say the internet has been essential or important to them, many made video calls and 40% used technology in new ways”. Even though individuals are exposed to and use technology, does it fully help them? Pew Research Center (2021) stated, “40% say they often feel worn out or fatigued from spending too much time on video calls, 33% have tried to cut back on using the Internet or smartphone, and 26% worry a lot or some about paying for their Internet connection”. This research paper analyzed the perceptions of accepting technology in the everyday life of undergraduate college students at a small rural southern university. Specifically, this study explored the perceptions and usage, and acceptance of technology pre, during, and post pandemic.

BACKGROUND AND LITERATURE REVIEW
The following literature review explored the existing research on this topic and what makes this research unique in nature by finding a gap in the existing literature. Thus, highlighting the importance of this research study as well as comparing the results with other similar projects.
Furthermore, the researchers wanted readers to obtain a better understanding of the terminology dealing with the survey questions. Given the broad range of explored topics within the survey questions dealing with technology, the literature review is not formatted in the typical literature review funnel. This literature review is broad in order to encapsulate the survey question concepts.

Information Technology (IT)
A crucial part of existing research is defining key terms that are utilized in this student-based survey. Many of the questions were centered on the term information technology (IT). A basic definition of IT is: “It is that it's the application of technology to solve business or organizational problems on a broad scale” (Slyter, 2019). Meaning that IT has a direct and extremely important connection to all business operations. IT is typically involved in this context in every job that revolves around maintaining or expanding a business (i.e., especially in the areas of efficiency and gaining new customers).

IT Security
Another crucial term for this research is the security aspect of IT. Today, the term security can be directly connected to cybersecurity, which focuses on the digital side of security in this context (Von Solms & Van Niekerk, 2013). Therefore, focusing on cybersecurity for this specific research refers to the digital side of college students feeling protected with their information being secure.

The security aspect of technology is a priority for most technology users, given the exponential use of technology. There are multiple reasons for placing security at the top of list, but the one primary reason is hacking (Tarter, 2017). As hacking gets more advanced, especially due to the expansion of quantum computing, individuals and organizations using technology are put at a higher risk for being hacked and for data breaches (Tarter, 2017). With that being said, organizations and individuals alike should be making cybersecurity a top priority and increase investment in better cybersecurity practices.

When taking a deeper look at higher education and college students as the primary sample group, it can be observed that cybersecurity is also a growing topic of concern for this group. Rahman et al. (2020) conducted a study and determined that the education system is trying to put more attention towards better cybersecurity but found that there are many challenges with teaching faculty, staff, and college students about cybersecurity. It should be noted that during our research, numerous other sources were found that supported that importance of cybersecurity education should be emphasized and concluded there are many challenges to getting users educated on safe cybersecurity practices and placing it high on the importance scale.

Technology Acceptance Model
Another key term aiding this research study is the Technology Acceptance Model (TAM) by Davis (1989). TAM has been widely used in the academic research environment and offers a good explanation of why business and users alike are taking advantage of technology. TAM has two factors that are needed in order to be used by the stakeholders. These two technological factors are (1) ease and (2) usefulness (Davis, 1989). Therefore, technology needs to be easy to understand for the customers but also needs to have value for usefulness. TAM was not directly/specifically used in this study as intended by Davis (1989), but is only being discussed in this study to give more insight to why people do what they do.
In addition to TAM, it is necessary to analyze the difference in how current college students versus previous generations utilize technology both in their personal and college lives. Current college students have a different, closer proximity to technology and tend to accept new technology at a faster rate. Furthermore, college students tend to be a highly researched group, especially with technology. Friedman and Friedman (2013) claimed that college students and the younger generation in general, especially Gen Z, are more likely to accept new technology when comparing this to the older generations.

**Web 1.0**
Since this primary focus of this research project revolved around technology and overall web usage, it is appropriate to gain an understanding of web history. The first version of the web was titled “Web 1.0” and brought web users many fundamental functions. These functions include the “power of Web 1.0 to enable users to access their email from any computer and mobile devices that are connected to the Internet making email valuable in acquiring and transferring knowledge” (Dehinbo, 2010). Meaning users can access personal information in an online setting from multiple devices and locations, noting that this was one of the many key features of Web 1.0. Web 1.0’s other features included the importance of property or mainly what the user can access such as websites and making changes. As far as higher education, Web 1.0 was rarely used as it was not viewed as a major benefit for this industry at this point in time.

**Web 2.0**
Web 1.0 was updated to Web 2.0 sometime around 2010. As with most technological updates, an update was made because of known limitations and improvements were in demand. The primary upgrade was the increased ability to be able to interact better on the web. Web interactive or “stickiness” keeps webpage visitors on a website longer and is more likely to return as the owner of it keeps the website updated on a regular basis with blogs and other interactive features (Mazzei, 2022). A second upgrade to Web 1.0 that was added to Web 2.0 was the capability of multiple people being able to contribute to a website rather than just the owner as with Web 1.0. Wikipedia is a prime example to illustrate this new Web 2.0 feature because anyone with internet access can add content to Wikipedia (Mazzei, 2022). Upon further examination, Web 2.0 had an impact on higher education. One can observe that this added technology feature would later impact higher education drastically through a shift in online learning. Learning could be both synchronous and asynchronous. “Synchronous classes run in real time, with students and instructors attending together from different locations. Asynchronous classes run on a more relaxed schedule, with students accessing class materials during different hours and from different locations” (Wintemute, 2022). As one who knows, Web 2.0 had a huge impact on higher education. Web 2.0 brought about a way to stay interactive with one another on the internet. Gupta and Seth (2014) stated that it had more benefits for social life rather than the application in higher education, but 9 years later those in any level of education, especially after COVID, know the benefits Web 2.0 brought to education.

**Web 3.0**
Web 3.0 is the next generation of web users and is used to some degree today, but is still in the evolving and accepting stage. As Singh, Debi, & Gulati (2011) described in their extensive study, “Web 3.0 is a term that is used to describe various evolutions of Web usage and the interactions
along several paths. These include: (1) transforming the Web into a database, (2) a move towards making content accessible by multiple non-browser applications, (3) the leveraging of artificial intelligence technologies, (3) the Semantic web, and (4) the Geospatial Web, or the 3D web.”

Singh et al., (2011) emphasized that Web 3.0 approaches the changes in technology by using the limitation of the previous version. Additionally, Singh et al., (2011) found that Web 3.0 is utilized in many different areas of human life. Furthermore, according to Team (2023), another important feature within Web 3.0 is Artificial Intelligence (AI). More recently, AI has become the topic of conversation and is ever present in our everyday lives. Generally speaking, the population does not fully understand the capabilities of AI from both the negative and positive perspectives. Educationally speaking, the usage of Web 3.0 already has and will have an increasing value for all levels and kinds of online education (Ohei & Brink, 2019). Finally, it can be assumed that since AI revolves around automation, Web 3.0 will have an economic advantage by saving on labor costs.

**Microchipping**

Another term used in this research was microchipping, as one of the research questions directly addresses this topic. Human microchipping is “typically an identifying integrated circuit device in the form of a radio-frequency identification transponder encased in silicate glass and implanted in the body of a human being” (Banafa, 2022). Human bodies can contain either active (battery) or passive (transmitter/receiver) microchips for a variety of purposes. Some of these purposes have fully supported reasons why people decide to become microchipped (e.g., typically involve getting more information about the human body and tracking certain processes). The data gathered through the microchip can provide healthcare professionals with more detailed information on health statistics; thus, assuming healthcare professionals can make more informed medical decisions due to the gathered data. Without providing too much detail, one should note there are many other purposes and for a variety of industries, but for simplicity, a general example was provided here. When looking at this research question (RQ) in detail, the RQ asks the students “If they could imagine being microchipped?” As mentioned previously, numerous research studies emphasize that young people, including college students, are more likely to accept new technology compared to the older generation (Demuth, 2010). One can assume that the TAM model could be applied to microchipping.

**Disruptive Technology**

Disruptive technology is an essential term to discuss for the purpose of this research study. Kostoff et al. (2004) described that disruptive technologies often disrupt the workforce, allowing one to enter in and become competitive in a new area. Overall, disruptive technologies cause a revolutionary change in doing things or a new way of doing something because of technological advances. Disruptive technologies ultimately cause change and can evolve from either a variety of diverse technologies or a new technology all together.

Education at all levels and students in general are part of an era of disruptive technologies brought upon by COVID-19. During the COVID-19 pandemic, students, teachers, and professors had to quickly adapt to how classes needed to be taught to keep students at all educational levels progressing through their current classes. This dramatic shift in learning via an online environment
(e.g., Zoom, Google Classroom’s, etc.) was a disruptive technology that drastically changed education by how classes were taught. More specifically, cellphones are another example of a disruptive technology, and the primary sample group of this conducted research uses on a daily basis. Disruptive technologies and TAM work together and due to the increased exposure to technology at younger ages, students in general tend to have a higher acceptance of new technologies.

**METHODOLOGY**

**Research Design**
This explanatory study was designed utilizing quantitative methods. Conducting this quantitative study involved administering over 5 years. Although the study was administered over 5 years, 2020 was impacted by COVID; thus, only one student answered the questions. The research conducted through a survey preserved an objective method. Both Sakai Learning Management System and Microsoft Excel were used to collect and then analyze the data, respectively. The survey was conducted via Sakai poll questions within each course module. Results were entered into Excel and analyzed by computing percentages.

The survey questions focused on a variety of areas to keep students engaged in the course material and to collect information on students’ perceptions of technology use. The survey consisted of 14 questions with three major themes: IT and job skills, technology usage, and security. However, two of those three themes were considered in this paper, which were technology usage and security, as the third will be used separate from this publication.

**Participants**
This research study was conducted at West Liberty University (WLU), which is located in the Northern Panhandle of West Virginia. WLU is considered to be on the smaller side of higher education with enrollment at approximately 2,300 students. Therefore, college students were surveyed as a convenience sample group. To have a better understanding of the sample group, the following should be noted about the survey participants. The student population consists mostly of students within a radius area of 50-70 miles. The family income is low-medium when compared to the national average. Income has a direct correlation to the availability of technology for these students and does impact the results. Furthermore, an additional unique feature of the university is the location of the campus, which is in a rural area on a hilltop with no other significant businesses or high encounters with technology. It takes about 25 minutes by car to go to the next higher-populated area and the lack of utilization of technology should be considered in the analysis of the results.

<table>
<thead>
<tr>
<th>Table 1: Course Enrollment Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Course Enrollment</strong></td>
</tr>
<tr>
<td>-----------------------</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

**Research Questions**
RQ1: How much of an influence does time have on students’ concerns for security?
H1: Students’ concerns for security increase over time.

RQ2: How much of an influence does time have on students increasing their technology usage?

H2: Students’ over time increase technology usage.

DATA ANALYSIS AND DISCUSSION

RQ1: Do students’ concerns for security increase over time?

Security
Data have an economic impact by generating trillions of dollars every year; however, with data being available, a security risk comes with it. Therefore, survey question 4 asked “Personal data has become an economic asset. Do you think that as consumers know what their data are used for and how much it is worth will become reluctant to share data?” A 47.1% response rate was acquired for this question, resulting in mixed responses for yes, no, and maybe with each being in the 30% - 40% range. However, 37.5% of students did state that “yes” people will become reluctant to share data given what it is being used for and the value of the data. Given the response percentages, the hypothesis is false; therefore, a prediction cannot be determined if people will become reluctant to share personal data.

Q4: Personal Data Becoming Economic Asset

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>42%</td>
<td>25%</td>
<td>0</td>
<td>38%</td>
<td>38%</td>
<td>37.5% (21)</td>
</tr>
<tr>
<td>No</td>
<td>33%</td>
<td>25%</td>
<td>0</td>
<td>38%</td>
<td>31%</td>
<td>32.1% (18)</td>
</tr>
<tr>
<td>Maybe</td>
<td>25%</td>
<td>50%</td>
<td>100%</td>
<td>23%</td>
<td>31%</td>
<td>30.4% (17)</td>
</tr>
</tbody>
</table>

In 1998, the first human microchip was used and although it had its benefits, the security risk was something to consider. Since human microchipping is growing, survey question 7 stated, “Think about the idea of microchip implants in humans. Would you get a microchip implant?” Question 7 received a 36.1% response rate. A response of 62.8% for “no” to getting a microchip implant clearly indicates a prediction that people are not in favor of getting microchipped at least for now. Leading the researchers to mention an important point to notice in the responses, which is that the “no” responses showed a decline over the 5 years since this study took place. This study did not include a qualitative portion to determine what caused the change in individuals over the 5 years. The researchers are suspecting in this study that the acceptance of microchipping correlates with technology acceptance. People tend to accept technology the longer it is around and for a variety of different reasons.
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Q7: Microchip implant

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>27% (3)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>21% (4)</td>
<td>16.3% (7)</td>
</tr>
<tr>
<td>No</td>
<td>73% (8)</td>
<td>67% (2)</td>
<td>0</td>
<td>60% (6)</td>
<td>58% (11)</td>
<td>62.8% (27)</td>
</tr>
<tr>
<td>Maybe</td>
<td>0</td>
<td>33% (1)</td>
<td>0</td>
<td>40% (4)</td>
<td>21% (4)</td>
<td>20.9% (9)</td>
</tr>
<tr>
<td>Responses</td>
<td>11</td>
<td>3</td>
<td>0</td>
<td>10</td>
<td>19</td>
<td>43</td>
</tr>
</tbody>
</table>

Cybersecurity attacks are increasing exponentially; phishing is the most common. Question 8 on the survey was centered around the growing concerns of cybersecurity, which was as follows, “Have you ever experienced some kind of cybersecurity attack, hack, or virus?” A 34.5% response rate resulted in an 87.8% “yes.” Giving the researchers the ability to be able to predict that most people have experienced a cybersecurity attack because the hypothesis was proven true. Noting that most attacks are due to human error (Ahola, 2022).

Q8: Cybersecurity Attack

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>70% (7)</td>
<td>100% (3)</td>
<td>0</td>
<td>100% (10)</td>
<td>89% (16)</td>
<td>87.8% (36)</td>
</tr>
<tr>
<td>No</td>
<td>30% (3)</td>
<td>0% (0)</td>
<td>0% (0)</td>
<td>0% (0)</td>
<td>11% (2)</td>
<td>12.2% (5)</td>
</tr>
<tr>
<td>Responses</td>
<td>10</td>
<td>3</td>
<td>0</td>
<td>10</td>
<td>18</td>
<td>41</td>
</tr>
</tbody>
</table>

It is well-known by computer professionals that almost all internet traffic can be monitored, but what about the general population? Therefore, Question 10 asked participants, “Before this class, did you think you were being watched online?” With a response rate of 32.8%, the answer “yes” was chosen by 69.2% of the students. The response of “yes” fluctuated over the 5 years of ups and downs. The researchers hypothesized that the number would increase over the years, but this was not the case. However, one can predict that people know they are being watched online. If one knows they are being watched, does it impact what they do while online?

Q10: Being Watched Online

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>73% (8)</td>
<td>100% (3)</td>
<td>0% (0)</td>
<td>56% (5)</td>
<td>69% (11)</td>
<td>69.2% (27)</td>
</tr>
<tr>
<td>No</td>
<td>27% (3)</td>
<td>0% (0)</td>
<td>0% (0)</td>
<td>44% (4)</td>
<td>31% (5)</td>
<td>30.8% (12)</td>
</tr>
<tr>
<td>Responses</td>
<td>11</td>
<td>3</td>
<td>0</td>
<td>9</td>
<td>16</td>
<td>39</td>
</tr>
</tbody>
</table>

H2: Students over time increase technology usage.

**Technology Usage**

Question 3 begins the second half of the focus of this study which was to determine if students are increasing their use of technology over time. More specifically, question 3 stated, “Do you have one of these disruptive technologies such as Alexa or Google Home?” Question 3 had a higher response rate of 47.1%. The data gathered showed an increase from 2018–2019 to 2021–2022, which was anticipated by the researchers. However, the results overall were 42.9% “yes” and
57.1% “no.” Although the “no” response was higher, the non-disparity gap between the two response percentages means a prediction cannot be determined because the hypothesis cannot be answered as true or false.

**Q3: Alexa, Google Home, or Similar Devices**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>33%  (4)</td>
<td>33%  (2)</td>
<td>0</td>
<td>67%  (8)</td>
<td>40%  (10)</td>
<td>42.9%  (24)</td>
</tr>
<tr>
<td>No</td>
<td>67%  (8)</td>
<td>67%  (4)</td>
<td>100(1)</td>
<td>33%  (4)</td>
<td>60%  (15)</td>
<td>57.1%  (32)</td>
</tr>
<tr>
<td>Responses</td>
<td>12</td>
<td>6</td>
<td>1</td>
<td>12</td>
<td>25</td>
<td>56</td>
</tr>
</tbody>
</table>

Technology has influenced the video game industry. Question 5 surveyed the students with this question, “Do you like to play video games?” Another high response rate was received at 43.7%. The 65.4% “yes” response clearly indicates that we can predict that a majority of students like to play video games. Based on the increased percentages of students answering “yes” to this question, we learn that more students are playing video games. Furthermore, the researchers are assuming that if more students are playing video game, technology usage is increasing over time because more people playing means more time using technology.

**Q5: Play Video Games**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>50%  (7)</td>
<td>60%  (3)</td>
<td>0</td>
<td>70%  (7)</td>
<td>77%  (17)</td>
<td>65.4%  (34)</td>
</tr>
<tr>
<td>No</td>
<td>21%  (3)</td>
<td>20%  (1)</td>
<td>100% (1)</td>
<td>20%  (2)</td>
<td>14% (3)</td>
<td>19.2%  (10)</td>
</tr>
<tr>
<td>Somewhat</td>
<td>29%  (4)</td>
<td>20%  (1)</td>
<td>0</td>
<td>10%  (1)</td>
<td>9%  (2)</td>
<td>15.4%  (8)</td>
</tr>
<tr>
<td>Responses</td>
<td>14</td>
<td>5</td>
<td>1</td>
<td>10</td>
<td>22</td>
<td>52</td>
</tr>
</tbody>
</table>

The authors are asserting that increase in ecommerce has a direct correlation to an individual increasing their technology usage because more time online shopping equates to more time using technology (e.g., phone or PCs). This also works in reverse that technology growth increases ecommerce growth. Therefore, question 9 asked students, “Do you buy something online every week?” A 35.3% response rate to this question obtained a result of 78.6% for “no.” The researchers did not expect this result. Although these “Yes” and “NO” response percentages statistically allow us to make a prediction that college students do not purchase something online every week, the authors wonder if students considered even minor food purchases via an app on their phone when answering this question.

**Q9: Purchase Something Online Weekly**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>23%  (3)</td>
<td>0%  (0)</td>
<td>0%  (0)</td>
<td>33%  (3)</td>
<td>18%  (3)</td>
<td>21.4%  (9)</td>
</tr>
<tr>
<td>No</td>
<td>77%  (10)</td>
<td>100%  (3)</td>
<td>0%  (0)</td>
<td>67%  (6)</td>
<td>82%  (14)</td>
<td>78.6%  (33)</td>
</tr>
<tr>
<td>Responses</td>
<td>13</td>
<td>3</td>
<td>0</td>
<td>9</td>
<td>17</td>
<td>42</td>
</tr>
</tbody>
</table>

As technology advances in cars, the way we once drove cars is changing. Question 11 asked, “Do you think we should have autonomous vehicles?” This survey question received the lowest response rate of 21%. Given the below 30% response rate, the response does not fully represent the population of students taking the survey. However, the researchers decided to proceed with
sharing the results to this question. The results of Q11 were mixed with “yes,” “no,” and “maybe” all at approximately 30%. Therefore, the researchers cannot make predictions based on the results.

### Q11: Autonomous Vehicle

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>22% (2)</td>
<td>50% (1)</td>
<td>0% (0)</td>
<td>14% (1)</td>
<td>25% (4)</td>
<td>36% (9)</td>
</tr>
<tr>
<td>No</td>
<td>56% (5)</td>
<td>50% (1)</td>
<td>0% (0)</td>
<td>29% (2)</td>
<td>12% (2)</td>
<td>36% (9)</td>
</tr>
<tr>
<td>Maybe</td>
<td>22% (2)</td>
<td>0% (0)</td>
<td>0% (0)</td>
<td>57% (4)</td>
<td>62% (1)</td>
<td>28% (7)</td>
</tr>
<tr>
<td>Responses</td>
<td>9</td>
<td>2</td>
<td>0</td>
<td>7</td>
<td>7</td>
<td>25</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>67% (8)</td>
<td>0% (0)</td>
<td>0% (0)</td>
<td>57% (4)</td>
<td>75% (12)</td>
<td>64.9% (24)</td>
</tr>
<tr>
<td>No</td>
<td>33% (4)</td>
<td>100% (2)</td>
<td>0% (0)</td>
<td>43% (3)</td>
<td>25% (4)</td>
<td>35.1% (13)</td>
</tr>
<tr>
<td>Total</td>
<td>12</td>
<td>2</td>
<td>0</td>
<td>7</td>
<td>16</td>
<td>37</td>
</tr>
</tbody>
</table>

The use of emojis is increasing more and more with text messages. Therefore, as technology usage increases, so does the use of emoticons. Moreover, emojis are changing the way we communicate. The rising generation was raised with technology and a different way to communicate. The use of emoji technology allows oneself to express themselves as a deeper level, so question 13 asked students, “Do you have a favorite emoticon?” The response rate to Q13 was 31.1% with 64.9% of the students stating that “yes” they have a favorite emoticon. The researchers can predict that most college students have a favorite emoticon.

### Q13: Favorite Emoticon

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>67% (8)</td>
<td>0% (0)</td>
<td>0% (0)</td>
<td>57% (4)</td>
<td>75% (12)</td>
<td>64.9% (24)</td>
</tr>
<tr>
<td>No</td>
<td>33% (4)</td>
<td>100% (2)</td>
<td>0% (0)</td>
<td>43% (3)</td>
<td>25% (4)</td>
<td>35.1% (13)</td>
</tr>
<tr>
<td>Total</td>
<td>12</td>
<td>2</td>
<td>0</td>
<td>7</td>
<td>16</td>
<td>37</td>
</tr>
</tbody>
</table>

**Hypothesis**

**H1: Students’ concerns for security increase over time.**

H1 addressed RQ1 which sought to determine if time has an influence on security becoming more of a concern. Although the researchers hypothesized that a time frame of 5 years would show an increase in concern for security and technology usage, this study did not yield that result.

H1o: There is no statistically significant relationship between time and increase concern for security.

Pew Research Center (2017) found that 64% of Americans experienced a data breach. At the writing of this study in July 2023, a quick Google search of top hits quickly reports that this percentage has not changed and it is has been almost 6 years since the Pew publication date. These finding further support the authors null hypothesis that time does not seem to impact our concerns for security. The bigger question is why, and thoughts on this as well as better practices will be discussed in the next section.

**H2o: Students over time increase technology usage.**

H2 addressed RQ2 which sought to determine if time has an influence on increasing technology usage. However, researchers determined that college students’ technology usage did not increase over time in this particular study.
H2o: There is no statistically significant relationship between time and increase of technology usage.

This result was quite surprising to the researchers. Therefore, the authors asked themselves, why did this number not increase given the world we live in? First, the researchers wondered if the college student age group already uses technology a lot and had the researchers asked elderly individuals over the same 5 years, the results would have probably been different and shown an increased use of technology over time. Second, the researchers realized that people utilize technology for many different reasons. Czaja et al. (2006) stated that education background, careers/jobs, confidence, socioeconomic status, and the individuals over all attitude of technology all affect the use of technology. The researchers feel these reasons found in 2006 still hold true today and realize there could be many factors as to why an increase was not reported.

**IMPLICATIONS FOR RESEARCH/PRACTICE**

The aim of this research study was to determine if students over time have increased security concerns and technology usage. As stated in the previous section, both hypotheses were nullified and the discussion of these follows.

**H1o: There is no statistically significant relationship between time and increase concern for security.**

H1 revolved around four questions dealing with participants: (1) sharing their personal data, (2) human microchipping, (3) experiencing a personal cybersecurity attack, and (4) if they thought they were being watched while online. All four questions over the 5 years’ responses remained stagnant over time. The question to ask here is, why are individuals concerns for cybersecurity not increasing? The authors thought on this question and another quick Google search revealed that people are concerned but tend to rely on companies to protect them instead of trying to mitigate cyberattacks on their end. The researchers feel that the implication to take away from H1 is to have more focus on cybersecurity awareness to ensure people have concerns for cybersecurity, which reiterates that most cybersecurity attacks occur due to human error. External research has reported that removing human error results in only about 19 out of 20 cyber breaches ever happening (Ahola, 2022), which implies that cybersecurity awareness training is needed and should be a high priority at both the personal and professional level of one’s life.

**H2o: There is no statistically significant relationship between time and increase of technology usage.**

H2 revolved around five questions dealing with participants: (1) having an Alexa or Google Home type of device, (2) playing video games, (3) buying something online every week, (4) autonomous vehicles, and (5) favorite emoticons. Four out of the five questions over the 5 years’ responses would be up and then down or vice versa. However, three questions did change over time. Playing video games was up and having a favorite emoticon increased. Having autonomous vehicles increased in both the yes and maybe, but the no responses declined over time. Although one question predicted an increase in technology over time, it was not enough to give the researchers confidence in predicting this. Implications for H2 fall under the category of Technology
Acceptance Model (TAM) by Davis (1989). To recall, Davis (1989) created TAM stating that there are two factors when deciding to use new technology: (1) perceived ease of use and (2) perceived usefulness. Again, TAM was not directly/specifically used in this study as intended by Davis (1989), but was only referenced in this study to provide insight as to why people do what they do. Therefore, the researchers feel that the uniqueness of this study’s sample group more than likely explains why this hypothesis was nullified.

The participants of this study more than likely do not see a practical usage and/or do not understand how it is used. The median income for WLU students is low as most students receive state grant funding and having a roof over their head with food on the table has precedence over having the latest technology (e.g., Alexa or Google Home). Furthermore, most college students in general do not have personal incomes that allow for the purchase of something online every week, and the WLU campus as well as its students reside in a rural area with limited internet access. The researchers assume these were the contributing factors as to why H2 was nullified. The researchers cannot comment on the second half of TAM perceived “ease of use” as survey questions were not focused on “ease of use,” only usage. The nullified H2 hypothesis in this study implies that if we want people to accept new technology it must have perceived usefulness as indicated by TAM (Davis, 1989). If the new technology does not have perceived usefulness, consumers will not purchase it.

CONCLUSIONS

Future research is needed to add to the depth of this study. Therefore, the main author plans to conduct a follow-up study, but with a qualitative approach. Additional future research will reveal the results to the five remaining survey questions that were not discussed in this paper regarding the importance of IT and its role within the job market. A second future study expanding on this study is to determine if college students are distracted by using Web 2.0 applications. The reasoning for the second study is founded on the generalization that social media plays a significant role in the everyday lives of college students and can be seen at times as a distracting technology. Questioning whether Web 2.0 including social media impacts higher education in a negative or positive direction.

Four limitations were identified in this study: participant count, population sample size, 2020 COVID distribution yielded only 1 participant, and student majors only consisted of General Business, Management, and Computer Information Systems. The participant count of 119 students and an average of 43 responses between the nine questions resulted in an average response rate of 36%. Furthermore, the population sample size was small as well given that the survey was only administered to students taking a particular course and was not distributed to the entire 2,300 student population of West Liberty University. Additionally, given that this survey was administered during the 2020 COVID pandemic, only one student participated. COVID impacted our lives, so this was to be expected due to our lives feeling chaotic from not being “normal.” Finally, with only three majors represented out of all majors that a typical college has to offer, it is not a good representation of all college student majors.

Overall, this study provided everyday understandings to the field of CIS through the exploration of cybersecurity concerns and technology usage amongst college students. To recap, the two
research questions in this exploratory study nullified the two hypotheses, meaning that no effect exists in the population for either stated hypothesis.

RQ1: How much of an influence does time have on students’ concerns for security?

H1: Students’ concerns for security increase over time.

**H1o: There is no statistically significant relationship between time and increase concern for security.**

RQ2: How much of an influence does time have on students increasing their technology usage?

H2: Students’ over time increase technology usage.

**H2o: There is no statistically significant relationship between time and increase of technology usage.**

Finally, this exploratory study revealed two findings or insights into the general population. First, as individuals we need to focus on cybersecurity awareness and the best way to do that is through training and/or continued learning about (1) best cybersecurity practices and (2) best cybersecurity risk mitigation tactics. Second, if a business creates a desire for people to purchase and accept new technology, it must have perceived usefulness as indicated by TAM (Davis, 1989).
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ABSTRACT

The speedy proliferation of internet of things (IoT) devices has revolutionized various industries, together with smart fleet management distribution systems, through the development of smart grids. At the same time, the integration of IoT devices into the grid infrastructure poses vastly demanding situations while considering the safety of those systems. This paper examines the demanding situation of cybersecurity in IoT grid designs and finds key areas that require attention to ensure the protection and resilience of the grid.

Studies explore the characteristics of IoT devices that make them vulnerable to cyber threats, consisting of limited computing assets, firmware vulnerabilities, and a loss of standardized security protocols. What are the factors that increase the attack surface and complicate the implementation of effective security measures to include in IoT grid design? Research delves into the specific challenges associated with securing the IoT grid infrastructure. The paper points out challenges to safeguard the caution and reliability of data transmitted between IoT devices and grid management systems.

With the emerging risk in the context of the IoT grid layout. Exploring the potential risks posed by botnets, ransomware, and different sophisticated assaults that could disrupt grid operations and compromise the availability and reliability of security offerings. Research explores the numerous industry standards techniques and solutions to address these challenges. Developing the logical multi-layered security approach with an available and adoptable security mechanism (Physical or logical) for IoT is still a challenging situation. Preventing the grid through legacy methods through network segmentation, encryption, intrusion detection structures, and software updates is not good enough.

For prevention of cyber-attacks, a great collaboration among stakeholders, grid operators, device manufacturers, and cybersecurity specialists are required to broaden standardized protection by developing frameworks and quality security practices through addressing the challenges of cybersecurity in IoT grid design. With the aid of knowledge and addressing, stakeholders need to explore and facilitate comfortable and dependable operations like clever grids, allowing the conclusion of the entire ability of IoT in the transportation region. At the same time, minimizing the risks associated with cyber threats through developing and setting up a standard security layer at an affordable and maintainable cost. Research will identify the causes and prevention mechanisms and future enhancement and challenges.

Keywords: grid designs, firmware, IoT devices, ransomware, intrusion, clever grids.
Subject classification codes: Securing the Internet of Things: Concepts, Methodologies, and
Solutions

INTRODUCTION

The transportation industry is constantly evolving, driven by technological advancements that aim to enhance efficiency, safety, and sustainability. One such technology is the Internet of Things (IoT), which has the potential to revolutionize various aspects of transportation from vehicles, infrastructure and passenger experiences. By connecting physical devices and systems through a network of sensors, actuators, and data analytics, the IoT enables the data generation, collection, and exchange of real-time information, paving the way for intelligent transportation systems (ITS). IoT in transportation holds immense promise, offering a wide array of applications and benefits [Ref 2,3]. For instance, it enables vehicles to communicate with each other (V2V) and with surrounding infrastructure (V2I), creating a connected ecosystem that enhances road safety, reduces congestion, and improves traffic management. Through IoT-enabled sensors and data analytics, transportation operators can gain valuable insights into vehicle performance, maintenance, and fuel efficiency, leading to optimize fleet management with the cost savings. Additionally, plays a crucial role in enabling smart parking systems, public transportation management, and personalized travel experiences for passengers. However, the integration of IoT in the transportation industry also brings various challenges and subjects to considerations likewise security. One of the primary challenges is ensuring the security and privacy of the IoT ecosystem [Ref 4]. With a collection of devices and integrated systems, the risk of cyber threats and unauthorized access increases. Safeguarding the transportation infrastructure, including vehicles, communication networks, and data repositories, becomes fundamental job to preventing potential disruptions and ensuring passenger safety [Ref 5].

1. LITERATURE REVIEW

Explores the research conducted on cyberattacks targeting the IoT grid, focusing on the vulnerabilities, attack techniques, impacts, and mitigation strategies. Research explore the possible device and network level vulnerabilities, attack techniques (Botnets, Malware, Ransomware, Insider threats), impact of cyber attacks (operational breaches, cascading effects) and mitigation strategies.

1.1 System Design for Security

Moreover, the scalability and interoperability of IoT solutions are crucial factors to consider. As the number of connected devices and data volumes grow exponentially, ensuring the seamless secure integration and compatibility of various IoT components with security services becomes a complex task. Standardization efforts and the adoption of open architectures are essential to enabling interoperability between different IoT devices and systems prevention from attacks, allowing for seamless secure data exchange and collaboration across the transportation ecosystem [Ref 6].

Additionally, the design, deployment, and maintenance of IoT infrastructure in transportation require careful planning and consideration of factors such as power supply, connectivity, and data management with physical and logical security services [Ref 6]. These infrastructure related
challenges including reliable network connectivity, deployment of robust sensors and actuators, and the efficient use of data analytics capabilities. Addressing these challenges is crucial for the successful implementation of security and operation of IoT solutions in the transportation industry.

In this context, this research explores the vast potential risks and security challenges associated with utilizing IoT in the transportation industry. It delves into the various applications of IoT in transportation, ranging from connected vehicles and smart traffic management to passenger experiences. Furthermore, the paper examines the key challenges, such as security, scalability, interoperability, and infrastructure considerations, which should be addressed to maximize the benefits of IoT in transportation [Ref 6].

1.2 Enhancement of Security
The adoption of Internet of Things (IoT) technology in the transportation industry brings numerous benefits, such as enhanced efficiency, improved safety, and optimized operations. However, it also presents significant challenges in terms of security. Integrating IoT devices and systems into transportation infrastructure introduces new vulnerabilities and risks that should be addressed to ensure the integrity, availability, and confidentiality of critical transportation systems. Research will examine the key challenges and considerations related to security when adopting IoT in the transportation industry [Ref 7]. Several market leaders and Small and mid-enterprise are offering bundle of security services. High cost, complex maintenance, and no transparency are causing seamless failures with major loss. Cyber-attacks have been rated the fifth top rated risk in 2020 and become the new norm across public and private sectors. This risky industry continues to grow in 2023 as IoT cyber-attacks alone are expected to double by 2025 [Ref 8]. EMBROKER a cyber security expertise publishes Cyber Attack Statistics and Trends of 2023 which is alarming. Global spending on cyber security product and services is expected to 1 trillion comparatively in last 5 year 2015-2021.

Transportation stakeholders must prioritize security considerations from the design and development stage of IoT systems, implementing robust security measures, conducting regular security audits, and fostering a culture of cybersecurity awareness [Ref 6]. Following are the key factors and prevention methods assessed to somehow address the security challenged while adopting IoT.

<table>
<thead>
<tr>
<th>Security Challenges Factors</th>
<th>Source &amp; Prevention 1</th>
<th>Source &amp; Prevention 2</th>
<th>Source &amp; Prevention 3</th>
<th>Source &amp; Prevention 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyber Threats and Attacks</td>
<td>ransomware attacks</td>
<td>data breaches</td>
<td>denial-of-service attacks</td>
<td>unauthorized control</td>
</tr>
<tr>
<td>Limited Device Security</td>
<td>firmware updates</td>
<td>strong authentication protocols</td>
<td>secure configuration</td>
<td>Device Upgrades</td>
</tr>
<tr>
<td>Data Privacy Concerns</td>
<td>data encryption</td>
<td>anonymization techniques</td>
<td>strict access controls</td>
<td>privacy regulations</td>
</tr>
<tr>
<td>Interoperability and Integration</td>
<td>interoperability</td>
<td>integration</td>
<td>compatibility</td>
<td>functionality</td>
</tr>
<tr>
<td>Supply Chain Risk</td>
<td>Implementing robust supply</td>
<td>secure update mechanisms</td>
<td>vetting suppliers</td>
<td>regular audits</td>
</tr>
<tr>
<td>System Complexity and Dependencies</td>
<td>Regular security assessments</td>
<td>network segmentation</td>
<td>redundancy measures</td>
<td>manage and mitigate risks</td>
</tr>
</tbody>
</table>
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Collaboration between transportation operators, IoT device manufacturers, cybersecurity experts, and regulators is essential to set up industry standards, share best practices, and develop effective mitigation strategies.

By addressing the security challenges associated with adopting IoT in transportation, stakeholders can fully use the benefits of IoT technology while maintaining the integrity, privacy, and safety of transportation systems [Ref 2] [Ref 3].

1.3 Design Model for Security

As previously mentioned, that adding the security during the IoT grid design in transportation management system is given a second thought. There may be a desire to include inside the design mode, strategies in which protection may be embedded into the gadget layout cycles. Inside the literature, there exists a diffusion of threat fashions that preceding architects have used for IT systems. One that became proposed through Microsoft has been selected to offer a design method for methodically identifying threats and vulnerabilities as well as supplying metrics for evaluating enhancements from implementing controls for the diagnosed threats. A greater certainty has a look at what we mean with the aid of danger, threats and vulnerabilities and their risking to every results.

A cyber risk refers to an incident that has the capacity to damage a gadget. Intentional threats consist of spyware, malware, adware groups or malicious moves of disgruntled personnel. Worms and viruses are automatic threats causing harm to systems. Vulnerability refers to a regarded weakness of an asset that can be exploited correctly by chance.

Examples relate to those concerning permissions of humans changed or removed at appropriate instances, record backups, hosted platform, community safety, up-to-date licenses of anti-virus software programs, and many others. Although a chance exploits a vulnerability, there is a potential for loss or damage described as the danger [Ref 21,22].

Danger = f (threat, Vulnerability)

Equation is a generalisation that Microsoft refines in its threat model.

Microsoft classifies risk events using the memory aid STRIDE (Spoofing, Tampering, Repudiation, records disclosure privateness breach or records leak, Denial of provider, Elevation of privilege).

Every danger in STRIDE is associated with a chain of vulnerabilities.

Microsoft defined threat in terms of DREAD as: Hazard = (damage + Reproducibility + Exploitability + Affected users + Discoverability)/five, wherein each parameter is normalised between. The parameters are defined as follows:

Harm: measure of the harm to the device.

Reproducibility: degree of ways reliably the vulnerability can be exploited.

Exploitability: issue to make the most the vulnerability.
Affected customers: number of customers affected.

Discoverability: measure of ease to discover danger.

DREAD can be visualised because the vulnerability degree for every related chance.

The widespread system for risk modelling used on this paper is customized from Microsoft’s security improvement cycle for software program and is listed in determine five.

The OpenStack safety group (OSSG) has advised using DREAD metric for measuring vulnerability impact in a cloud context. It's far stated that scoring strategies the usage of STRIDE for classifying vulnerabilities and DREAD for measuring vulnerability effect are each subjective.

Reasoned judgements are to be made at the same time as keeping consistency among the rankings of more than one troubles.

2. METHODOLOGY POSSIBLE CYBER SECURITY ATTACK IN IOT GRID

Methodology provides a general framework for cybersecurity in the IoT grid of the transportation industry [Ref 13,14,15]. However, specific implementations may vary based on the unique requirements and infrastructure of each organization within the industry. “By 2025, the global cost of cybercrime is projected to reach an estimated $10.5 trillion (INTRUSION, Inc., 2020). With 30,000 websites hacked every day (Bulao, 2022), companies of all sizes need to prioritize cybersecurity. As the prevalence and costs of cybercrime skyrocket, organizations have developed a variety of methods to model cyberthreats and assess cybersecurity risks and vulnerabilities. One of these risk analysis methodologies is DREAD, a threat modelling framework created by Microsoft [Ref 21].

2.1 Threat Assessment: Identify potential threats and risks specific to the transportation industry's IoT grid. Assess the impact of cyber threats on critical infrastructure, such as traffic management systems, smart vehicles, and communication networks. Evaluate vulnerabilities in IoT devices, including sensors, actuators, gateways, and communication protocols Ref18].

2.2 Risk Management: Prioritize risks based on their potential impact on safety, operations, and privacy. Develop risk mitigation strategies and counter to address identified vulnerabilities. Implement risk management frameworks, such as the NIST Cybersecurity Framework or ISO 27001, to establish processes and guidelines [Ref 22].
2.3 Secure Design and Architecture: Implement secure design principles throughout the IoT grid infrastructure. Employ defines-in-depth strategies to secure network communication, data storage, and access control. Ensure that devices, gateways, and communication protocols follow industry-standard security practices. Implement encryption mechanisms to protect sensitive data in transit and at rest [Ref 7].

2.4 Identity and Access Management (IAM): Establish strong authentication mechanisms for devices, users, and administrators. Implement multi-factor authentication (MFA) to enhance access control. Regularly review and update user privileges and access rights. Employ centralized user management and access control systems.

2.5 Secure Communication: Encrypt data transmission between IoT devices, gateways, and backend systems. Implement secure communication protocols such as Transport Layer Security (TLS) or Secure Shell (SSH). Secure wireless communication channels to prevent spying and unauthorized access [Ref 6,7].

2.6 Security Monitoring and Incident Response: Deploy intrusion detection and prevention systems (IDPS) to monitor network traffic and detect anomalies. Implement security information and event management (SIEM) solutions to aggregate and analyse security logs. Establish an incident response plan to handle security incidents effectively. Conduct regular security audits, penetration testing, and vulnerability assessments [Ref 9].

2.7 Secure Software Development: Implement secure coding practices and conduct code reviews to identify and fix vulnerabilities. Employ software testing techniques, such as fuzzing and static code analysis, to identify potential flaws. Regularly update software and firmware to patch known vulnerabilities [Ref 9,10].

2.8 Employee Awareness and Training: Educate employees, contractors, and stakeholders about cybersecurity best practices. Conduct regular training sessions on identifying and mitigating cyber threats. Promote a security-aware culture to encourage reporting of suspicious activities or incidents.

2.9 Regulatory Compliance and approach: Stay informed about relevant cybersecurity regulations and standards applicable to the transportation industry. Comply with data protection and privacy regulations, such as the General Data Protection Regulation (GDPR) or the California Consumer Privacy Act (CCPA). Engage in regular compliance audits to ensure adherence to regulatory requirements. Foster collaboration among stakeholders, including transportation agencies, IoT device manufacturers, and cybersecurity experts. Participate in information sharing initiatives to stay updated on emerging threats and best practices. Engage in industry-wide partnerships and standards development to enhance cybersecurity in the transportation sector.
3. POSSIBLE CAUSE OF IOT GRID FAILURE IN TRANSPORTATION- SECURITY BREACH?

There are several potential causes that can lead to IoT grid failures in transportation systems. These causes may vary depending on the specific implementation and circumstances, but here are some common factors that can contribute to IoT grid failures [Ref 12,13,14]:

3.1 Hardware or Software Malfunctions: Failures can occur due to defects or malfunctions in the hardware or software components of the IoT grid. This could include issues with sensors, actuators, communication modules, or control systems. Hardware failures can result from manufacturing defects “wear and tear” or inadequate maintenance. Similarly, software failures due to bugs, programming errors, or compatibility issues.

3.2 Power Outages or Interruptions: Transportation IoT grids rely on a continuous and reliable power supply to operate effectively. Power outages or interruptions, whether due to natural disasters, infrastructure issues, or technical failures, can fail IoT devices, communication networks, or control systems. Without a backup power supply or redundancy measures, the entire IoT grid may cease functioning.

3.3 Communication Network Failures: IoT devices in transportation systems rely on communication networks to transmit data and receive instructions. Network failures, such as disruptions, congestion, or equipment malfunctions, can interrupt communication between devices and infrastructure. If devices cannot effectively communicate or receive instructions, it can lead to grid failures, traffic disruptions, or compromised safety measures.

3.4 Cybersecurity Incidents: The interconnected nature of IoT devices introduces the risk of cybersecurity incidents that can compromise the IoT grid. Cyberattacks, such as malware infections, data breaches, or unauthorized access, can disrupt or compromise the operation of IoT devices and infrastructure. Attackers may exploit vulnerabilities in IoT devices or networks, leading to grid failures, data corruption, or compromised safety measures.

3.5 Lack of Maintenance and Updates: Insufficient maintenance practices, including neglecting firmware updates, security patches, or regular inspections, can contribute to IoT grid failures. Without proper maintenance, devices may degrade over time, vulnerabilities may go unaddressed, and system performance may deteriorate, leading to failures or malfunctions.

3.6 Environmental Factors: Transportation IoT grids are vulnerable to various environmental factors that can cause failures. Extreme weather conditions, temperature fluctuations, humidity, or physical damage from accidents or natural disasters can impact the reliability and functionality of IoT devices and infrastructure. Inadequate protection or resilience measures can leave the IoT grid susceptible to these environmental factors.

3.7 Human Error: Human error, such as incorrect configurations, misinterpretation of data, or improper handling of devices, can lead to IoT grid failures. Improper installation, incorrect programming, or inadequate training of personnel responsible for managing and maintaining the IoT grid can result in system malfunctions or unintended consequences.
To mitigate those capability reasons of IoT grid failures, it is vital to put into effect strong renovation practices, often replace software program and firmware, set up backup strength and redundancy measures, invest in dependable communication networks, and prioritize cybersecurity measures to shield in opposition to cyber-attacks. Additionally, enforcing tracking systems, engaging in regular inspections, and presenting comprehensive training to personnel can assist perceive and address capacity troubles before they expand into grid disasters.

4. CYBER-ATTACK EXAMPLES AND LOSSES INTO “IOT GRID” OF TRANSPORTATION

One notable cyber-attack example that targeted an IoT grid in transportation is the 2018 attack on the city of Atlanta's transportation system. The attack, known as the Sam Sam ransomware attack, affected various city services, including the transportation department. Here are some details of the attack and the losses incurred [Ref 15,16]:

4.1 Attack Method: The attackers gained access to the city's computer network and deployed the Sam Sam ransomware, which encrypted files and demanded a ransom for their release. The attack targeted the city's systems, including those associated with transportation management, causing significant disruption.

4.2 Grid Disruption: The attack disrupted several transportation services in Atlanta. The city's traffic light systems got impacted, leading to malfunctioning signals and traffic congestion. This caused inconvenience to commuters, increased traffic accidents, and led to significant delays in the transportation network.

4.3 Operational Delays: Due to the attack, the transportation department had to temporarily halt certain services and manually manage operations, resulting in significant delays and disruptions in transit schedules. This affected public transportation systems, including buses and trains, causing inconvenience, and impacting commuters’ daily routines.

4.4 Financial Losses: The attack resulted in substantial financial losses for the city. Atlanta had to invest significant resources in incident response, system restoration, and cybersecurity measures to mitigate the attack's impact. Additionally, the city faced financial losses due to service disruptions, increased operational costs, and potential loss of revenue.

4.5 Reputation and Trust: The attack also had an impact on Atlanta's reputation and the public's trust in the city's transportation system. Such incidents can erode public confidence and raise concerns about the security and reliability of transportation services, potentially affecting ridership and economic activity.

4.6 Recovery and Mitigation Costs: Following the attack, the city had to allocate resources to recover and strengthen its systems. This included conducting forensic investigations, implementing enhanced cybersecurity measures, and investing in backup and recovery capabilities. These efforts incurred added costs for the transportation department and the city.
This example illustrates how a cyber-attack on an IoT grid in transportation can have severe consequences, including disruptions to services, financial losses, damage to reputation, and compromised public trust. It underscores the importance of robust cybersecurity measures, proactive monitoring, and incident response capabilities to mitigate such attacks and protect critical infrastructure in the transportation sector.

5. CONCLUSION

In conclusion, this conference paper has explored the critical topic of cyber security in the context of IoT implementation in transportation systems. The widespread adoption of IoT technology in the transportation industry offers significant benefits, but it also introduces new vulnerabilities and risks that must be effectively managed. The paper has highlighted the various challenges and considerations related to security when adopting IoT in transportation, including cyber threats and attacks, limited device security, data privacy concerns, interoperability and integration issues, supply chain risks, system complexity, and dependencies. To address these challenges, a Multi-layered and comprehensive approach to [Ref 12,11]

With security is crucial. The paper has emphasized the importance of physical security, device security, network security, application security, data security, access control, monitoring and analytics, as well as collaboration and governance. Implementing robust security measures, conducting regular audits, and fostering a culture of cybersecurity awareness is essential for ensuring the integrity, availability, and confidentiality of critical transportation systems.
Furthermore, the paper has highlighted potential cyber security attacks and the associated losses that can occur in an IoT grid within transportation. Examples such as denial-of-service attacks, device manipulation, data breaches, man-in-the-middle attacks, firmware exploitation, physical attacks, and botnet attacks were discussed, underscoring the need for proactive defence mechanisms and mitigation strategies.

![Fig 2, IoT enabled Architecture- layered [ Ref 19]](image)

The significance of addressing cyber security in IoT implementations within transportation cannot be overlooked. It is imperative for transportation stakeholders, IoT device manufacturers, cybersecurity experts, and regulators to collaborate closely, establish industry standards, and share best practices to build resilient and secure IoT grids which is still missing at most area on IoT implementation. Through doing so, the transportation industry can completely leverage the potential of IoT generation while safeguarding important systems, protecting consumer privacy, and making sure the protection and efficiency of transportation operations. Destiny research on this domain should consciousness on growing advanced security answers, addressing rising threats, and further enhancing the resilience of IoT grids in transportation.

**6. FUTURE WORK**

Here are some potential areas for future research and improvement which will be considered as key factors:

**Emerging IoT Technologies**: As new IoT technologies and standards emerge, there is a need to develop threat modelling approaches specific to these advancements. For example, technologies such as 5G, edge computing, and blockchain introduce unique security considerations that should be incorporated into threat models.

**Machine Learning and AI Threats**: The increasing use of machine learning and artificial intelligence in IoT systems introduces new attack vectors. Future threat modelling efforts should
consider the risks associated with adversarial machine learning, model poisoning, and evasion attacks to ensure the robustness of AI-enabled IoT systems.

By addressing these areas, future work in threat modelling for the IoT grid can help enhance the security and resilience of IoT systems, mitigate emerging threats, and ensure the safe and reliable operation of critical infrastructure
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ABSTRACT
Malicious actors are an ever-present threat to organizations and their systems and applications. Although many of the attacks are focused on the weakest link in information security, the human end-users, those attacks are not the only threat needed to be protected against. Less sophisticated hackers use application layer-based attacks like phishing emails or browser-based exploitations to try and thwart an organization’s defense. However, a more capable hacker or malicious group could try to utilize techniques which allow more stealthy extraction and exfiltration of data. These actors could seek to harvest data from memory, thereby potentially being able to bypass security controls placed to prevent and/or log these activities. If the data were to be directly accessed from the real or virtual memory, a malicious actor could access the information they seek while not raising any alarms or efforts to eliminate their attacks. These attacks could also prove to be very useful if carried out on shared computing hardware in which the malicious actors are able to gain access to their targets systems, an example of which would be a public computing cloud where multiple entities share the physical hardware resources through a virtualized environment of hosts and servers. In this paper we perform an analysis of memory within the Linux operating system and try to determine whether virtual memory addressing can be found and utilized by a potential malicious actor using commonly available utilities.

Keywords: data buffer, cybersecurity, linux, utilities, virtual memory

INTRODUCTION
Malicious actors are constantly looking for ways to access and potentially compromise confidential or private data. Often, the easiest method to compromise a system or application is a major consideration for them to consider (Chng et al., 2022). Another thing to consider is the potential of detection in their attempt to access the data, usually if a file system or database are attacked, they will typically be logged and an alert created (Tayag, De Vigal Capuno 2019).

An option for malicious actors to attempt to bypass alerts and the logs they create is to use a lower-level feature of the computing system and access the data directly from the memory. This method is more complex than the attacks at the application layer, such as through phishing emails and the use of malware and malicious web links, however once they are developed and proven they are well shared and become viable for more skilled hackers (Koon, 2022). Therefore, these types of attacks should not be taken lightly by organizations and are backed up by the nearly 70% of Microsoft security issues being memory safety related as found in Cimpanu, 2019. This type of scenario is especially of concern when it occurs on the servers hosting backend services. As an example, a Linux host could be acting as a server used to support an organization’s electronic commerce system to facilitate the sale of goods or services online. In this example, the data of
multiple potential clients could be potentially compromised if the Linux host is compromised, and its memory mined for useful information.

A good summary of how memory is allocated on a Linux host can be obtained by using the "free -h" command (Linuxize, 2020). In Figure 1 below taken from a Linux host on the authors’ private computing cloud, the key is the first row that delineates the real memory. In that row it is found that the system has 31 GB of total real memory.

```
user@eros2:~$ free -h

          total     used   free   shared/buff  cache available
Mem:       31G   694M   24G    21M   5.9G    30G
Swap:      8.0G   0B     8.0G
```

**Figure 1:** Existing Memory Allocation on Test System

However, only 694 MB are in use, leaving 24 GB of memory free. Of interest to this paper is the fact that there are 5.9 GB allocated for buffers and cache. In both cases, the use of a buffer and cache, are used to speed up the processing of data. A good example of a buffer would be the process of reading data from a sequential file from the disk, this process can be seen in Figure 2 below. Disk access, even on a solid-state drive (SSD), is significantly slower than reading directly from memory. So, the read request goes directly into memory from disk and the process then pulls from the buffer speeding up the process. However, the process from the disk to the buffer is ongoing and the read from the buffer goes on when the process gets the interrupt. The assumption is that the process may have to go through a series of wait states caused by reading other files, waiting for human input, or writing to a log file.

**Figure 2:** How a Memory Buffer Works (*Definition of buffer*, n.d.)

In the case of memory cache, also sometimes called a “CPU cache”, information is either read or written quickly to the cache and periodically the cache is cleared (*Definition of cache*, n.d.). After this process has been completed then the cache space can then be reused. It is possible to evaluate some of the characteristics of a file that has been placed in memory on a Linux host. In the example
below in Figure 3, a simple Java program creates a file called Data.txt and two lines are sent to that file.

```
user@eros2:~$ java ReadWriteZ

Type characters to write in File – Press Ctrl+z to end

Line 1: ps

Line 2: this file contains Data
```

**Figure 3:** Java program on Test System

However, when we look in the memory using the command “lsof” (Zivanov, 2022) at the open file for the PID (process identification number) 22177 there is no data in the file as indicated by the 0 in italics as seen below in Figure 4.

```
user@eros2:~$ lsof -p 22177

java 22177 user 6w REG 0,52 0 27659826 /rhome/user Data.txt (10.10.3.5:/exports/rhome)
```

A check on the file system level also reveals that no data has been written as well.

```
user@eros2:~$ ls -l /rhome/user Data.txt

-rw-r-r-- 1 user professors 0 Nov 10 11:46 /rhome/user/Data.txt
```

**Figure 4:** “lsof” Command output on Test System

After closing the java program, the data is then written to the file.

```
user@eros2:~$ cat Data.txt

Line 1: ps

Line 2: this file contains Data
```

From the example above in Figure 4 the data is initially going into a memory buffer, and that buffer could be contained in real memory. As the “free” command displayed earlier, it has indicated there were 5.9 GB allocated by the operating system for that purpose. However, it is also possible that the initial location of the data could have been in virtual memory. Regardless, it is hoped that the data that is stored in the memory will not be compromised by a potential hacker. For a malicious actor to access the data in memory they would need to know the relative address of the memory storage area where the data resides. The structure of the memory addresses is expressed as a hexadecimal number, which represents the relative bit address of the data. In some cases, those addresses are fixed, while in other cases (especially when involving virtual memory) those addresses can vary (Sterling, Anderson, & Brodowicz 2018). In a 64-bit architecture computer, the memory addresses range from 0000000000000000 to ffffffff or 16^16 possible bits (Vostokov, 2023). So even with fixed addressing, guessing where data might be stored is not a trivial matter for a malicious actor seeking certain data. With virtual memory the addresses are likely to change.
from execution to execution (Sterling, Anderson, & Brodowicz 2018), thus finding a virtual memory address to attack may have a very limited and short lifespan.

However, the processes also need to know where the data is stored so it can map to the data that it needs to continue to operate within the operating system. In the example below in Figure 5, one can see the memory segments related to the process ID 21087. Obviously, this is still a lot of memory to evaluate on a trial-and-error basis to find what you are looking for.

```
user@eros2:/proc/21087/map_files$ ls
55f0371b3000-55f0371bb000 7fe994f19000-7fe994f1b000 7fe995137000-7fe995138000
7fe99513f000-7fe995140000 55f0373ba000-55f0373bb000 7fe994f1f000-7fe994f48000 7fe995138000-
7fe995139000 7fe995140000-7fe995147000
```

**Figure 5:** PID Memory Segments on Test System

To investigate the probability of a hacker finding the memory address of potentially sensitive data contained in either real or virtual memory, the example that follows uses an existing sequential file and appends data to it. Of course, the file could be attacked directly, however the probability of an attack like that being detected is quite high. So, the rationale of a hacker reading the sensitive data from memory would be that it would be stealthier, thus resulting in a lower chance of detection and an alert being raised. In Figure 6 seen below, the file "filexyz" is opened and appended to by using the Linux "cat" command.

```
user@eros2:~$ ls file
file2011b fileEX filetcp483 filetoremove2 filexyz
user@eros2:~$ cat >> filexyz
sample output
more sample output
```

**Figure 6:** File “filexyz” on Test System

By looking at the "io" file for process PID 21087 in Figure 7 one can see that 36 characters have been appended to the file but note that the write bytes value is 4096 Bytes, which matches the page size currently being used by the Linux operating system. This allows for cleaner addressing and allocation of memory.
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user@eros2:/proc/21087$ cat io
rcap: 4979
wchar: 36
syscr: 13
syscw: 4
read_bytes: 0
write_bytes: 4096
cancelled_write_bytes: 0

Figure 7: “io” File for PID 21087 on Test System

It is also possible to see if the file is open in conjunction with the process PID of the application. To do so, the list open files command “lsof” can be used (Zivanov, 2022), see Figure 8 below. The file “filexyz” shows up as a regular file containing 62 Bytes of data at this point. Also of note is the fact that it is not currently on the Linux host, but on another host as indicated by the private “10.10.3.5” IP address as the file is housed on an NFS (Network File System) server in the same private cloud environment. This hopefully would make it more difficult for a hacker to attack the file system directly, however it is important to remember that data will be temporarily stored in memory on the host computer prior to being sent across the network to the NFS server for storage.

user@eros2:$ lsof -p 19798 | grep filexyz

cat 19798 user 1w REG 0,52 62 27659830 /rhome/user/filexyz (10.10.3.5:/exports/rhome)

Figure 8: “lsof” for File “filexyz” for PID 19798 on Test System

To determine if the file is in real or virtual memory the "vmtouch" command can be used to ascertain its location (Carrigan, 2020). In Figure 9, we check to see if it is in virtual memory, however it is stored in one page of memory, and it is in real memory. Then the “filexyz” file is "touched" into virtual memory once again taking up one page of 4KB of memory within the virtual memory space. On a side note, it is also possible to remove a file from virtual memory again using the "vmtouch" command (Carrigan, 2020).
A logical first step a hacker might take to try and resolve the actual relative address in memory is to take advantage of some of the files in the /proc directory. In Figure 10 below for process 30463 the entries for the "cat" command used to open and allow appending to the file "filexyz" are displayed. Note that it provides a beginning and ending relative bit address range in hexadecimal. The first line deals with execution related activities for the file. The second line with reads and the third line with writes to the file. In all lines the memory is protected to prevent overwrites as indicated by the "p" flag.

It is interesting to note that in line 3, if one subtracts the beginning address from the ending address a value of 1000 hex is obtained. If converted to decimal this would be a value of 4096 or 4KB. By coincidence could this be the 4KB page that contains the buffered data for the file "filexyz"? If so,
it may be at risk and a hacker could use a program such as “gdb” to debug it and to read its contents (Stallman et al., 2002).

Below in Figure 11 an attempt is made to use the “gdb” debug program to dump the 3rd memory segment range from above (5647a43eb000-5647a43ec000) using the rights profile of the user that owns that process ID. However, this results in a “Cannot access memory” error.

```
user@eros2:/proc/30463$ gdb
GNU gdb (Ubuntu 8.1.1-0ubuntu1) 8.1.1
(gdb) dump memory ~/catlog 0x5647a43eb000 0x5647a43ec000
Cannot access memory at address 0xa43eb000
```

**Figure 11:** “gdb” Command Output on Test System

From the example above one can see that finding the address of memory within the Linux operating system is quite possible. Its design is predicated on providing functionality to the system administrator and developers creating applications to be run on it. However, finding an address is one thing, but being able to compromise the data at that address is another. Remember that with virtual addressing the addresses are constantly changing so right off the bat there is a limited window of opportunity for a hacker to take advantage of it. There are also several other built in security precautions as well, most notably related to user rights on the profile level.

Therefore, the purpose of this paper is to evaluate the possibility of data being found in a buffer or virtual address space and being compromised by a malicious actor. The experiments will be discussed from three different rights levels: user/owner, root and kernel module related.

**METHODOLOGY**

In the introduction an address was found in memory and an attempt was made to try to read that data, though to no avail when using the user level of rights on a Linux system. However, that experiment was then rerun and the sudo command was used to provide root level rights. Once again, the data could not be read using the “gdb” command. Thus, a user space process, even running as root, is still limited in what it can do as it is running in "user mode" and the kernel is running in "kernel mode“ which are distinct modes of operation for the CPU itself. In kernel mode a process can access any memory or issue any instruction. In user mode (on x86 CPUs there are several different protected modes), a process can only access its own memory and can only issue some instructions. Thus, a user space process running as root still only has access to the kernel mode features that the kernel exposes to it (Kernel Self-protection, n.d.).

Thus, even the use of the root user has its limitations. Those limitations are imposed by the design of the operating system to differentiate between user space and kernel space. For instance, even though you are a root user, you can't change the speed at which the hard disk rotates if that option isn't provided to you through the driver (you can write a driver that will allow the function, but even then you are not accessing the hardware directly but through the driver), the reason for this
is that the actual control of the hardware is all done in kernel space and the way user space accesses it is through system calls.

Note below that when the “gdb” command was run via “sudo” that the address is slightly different than from the previous example. This is because virtual memory is currently being used. So therefore, a hacker trying to use past addressing of a process would be stymied due to the dynamic nature of the virtual memory addressing.

```
user@eros2:~$ sudo gdb
(gdb) dump memory ~/catlog 0x000055c7b524c000 0x000055c7b524c100
Cannot access memory at address 0xb524c000
```

**Figure 12:** “sudo gdb” Command Output on Test System

One might find this situation confusing because one is often taught erroneously that the root has all rights everywhere. Further, it is often taught that if the root doesn't have the rights needed that it has the right to give itself those rights. All of this is true except in entities controlled by the kernel module (Wazan et al., 2022).

To illustrate this concept, one might look at a zombie process, a zombie process refers to any process that is essentially removed from the system as “defunct”, yet still resides in the CPU’s memory as a “zombie”. As one might expect a zombie process is one that cannot be killed even by using the root and the “kill” command with the “-9” option (Linuxize, 2019). So, if the root owns an apparent process that is a zombie, and if that is killed the zombie process would usually be killed as well. However, because the zombie process is often left over from some kernel function such as a remote procedure call to install the NFS client on a host the process is then owned by the kernel module and hence the root cannot directly kill it.

Fortunately, from a security perspective this concept of kernel ownership carries over to various memory segments as depicted in the example below in which not even the root can read the selected memory address. By using the program from (Kannan, 2018) it is possible to determine the virtual address of a memory variable and later link that virtual address to the actual physical address. When the C executable file named (vm-addr) is run the process ID of that executable is returned along with a virtual memory address.
Once the program executes it remains in a wait state, as seen in Figure 13 for the “ps al” command, so that one can evaluate the memory area. So, then step one is to ascertain if the virtual memory area can be accessed using the debug program “gdb”. However, as is shown in the output below in Figure 14 it cannot be found using the debug program as it again provides a “Cannot access memory” error.

```
(gdb) dump memory ~/vmmemlog 0x55dcd9526260 0x55dcd9526360
Cannot access memory at address 0xd9526260
```

Figure 14: “gdb” Command Output on Test System

Step two then is using the second program found on the East River Village utilities (mem-addr) from (Kannan, 2018), this is used to get access to the physical address for the memory variable, see Figure 15 below.

```
user@eros2:~/OLDHOME$ ./mem-addr
getting page number of virtual address 94747174797920 of process 30004
opening pagemap /proc/30004/pagemap
moving to 185053075776
physical frame address is 0x0
physical address is 0x260
```

Figure 15: “mem-addr” Utility Output on Test System

Step three is then to determine if that memory can be accessed from both a user and root level using the “gdb” debug program. However, once again the memory is protected because it is effectively owned by the operating system kernel.
**(For both user and root accounts)**

(gdb) dump memory ~/phyaddlog 0x260 0x270

Cannot access memory at address 0x260

**Figure 16:** “gdb” Command Output for User and Root on Test System

Even though certain ranges of memory addresses are protected, it is sometimes possible to gain access to data via registers and their related addressing. To illustrate this concept a C executable named "add" is run and returns the process PID 30222 as seen in Figure 17 below.

```
user@eros2:~/OLDHOMES$ ./add

Enter the number of integers you want to add

3

Enter 3 integers

4

5

user@eros2:~/OLDHOMES$ ps -al

UID   PID   ADDR  SZ WCHAN TTY TIME CMD
0 S 1895401321 30222 28848 0 80 0 - 1128 wait_w pts/0 00:00:00 add
```

**Figure 17:** “add” Program “ps -al” Command Output on Test System

The utility asks for input via the keyboard and note that the last value entered is an ASCII “5” followed by the enter key. Also, note that the process is still running because only two integers have been entered instead of the three indicated in the first stage. Again, this provides an opportunity to examine memory addressing related to this program.

Again, using the “gdb” debug program it is possible to get a summary of the registers and their associated addresses for this utility. This follows on the logic that was developed in (Farra, Guster, & Rice, 2017), where the source index register (rsi) is shown to contain the buffered data from keyboard entries. Which based on its name, the index contains what you would expect to see, for clarification on how it morphed from its original purpose see (Intel 64, rsi and rdi registers, 2014). The “info registers” command shows the starting relative address of the register related to the add program, which is running as process ID 30222. Note that root access was needed to do this as depicted using the “sudo” command. Next, the first 16 Bytes of that register are dumped to a file called “regmem22”.

135
user@eros2:~/OLDHOME$ sudo gdb -p 30222

(gdb) info registers
rsi 0x1bd6670 29189744

(gdb) dump memory ~/regmem22 0x1bd6670 0x1bd6680

Figure 18: “sudo gdb” Command Output for PID 30222 on Test System

The contents of that file can now be evaluated using the “xxd” (hexadecimal dump) command (Sharma, 2023). As seen in Figure 19, the first two characters of the dump are “35” which is an ASCII "5" the next two characters are ASCII "0a" which is a carriage return (or enter) on the keyboard. Off to the right in the interpreted part one can see that the "35" is depicted as a "5". While this only provides a piece of potentially sensitive data a bot could be programmed to record each data chunk as it happens and store them in a file to be read later. There are of course other registers that could be monitored and potentially compromised as well, but this concept provides the basic scenario.

user@eros2:~/OLDHOME$ xxd ~/regmem22

00000000: 350a 0000 0000 0000 0000 0000 0000 5............

Figure 19: “xxd” Command Output on Test System

The next question that needs to be addressed then is, will putting an open file that is in append mode in virtual space defeat compromising its data via the register attack scenario used above? In this example seen in Figure 20, a file called Data.txt containing 26 Bytes is appended to via the keyboard using the "cat" command.

user@eros2:~/OLDHOME$ ls -l Data.txt
-rw-r--r-- 1 user professors 26 Jan 3 2023 Data.txt

user@eros2:~/OLDHOME$ cat >> Data.txt

this is more data.

cat 21120 user lw REG 0,52 45 27660056 /home/user/OLDHOME/Data.txt
(10.10.3.5:/exports/rhome)

Figure 20: “ls -l” and “cat” Command Output for “Data.txt” File on Test System

The file then shows up as a regular open file. Next, the file is placed in virtual memory using the "vmtouch" command which was used earlier. This provides another level of abstraction regarding the true memory address of the data contained therein, see Figure 21 below.
user@eros2:~/OLDHOME$ vmtouch -vt Data.txt
Data.txt
[O] 1/1
    Files: 1
    Directories: 0
    Touched Pages: 1 (4K)
    Elapsed: 0.001294 seconds

Figure 21: “vmtouch -vt” Command Output for “Data.txt” File on Test System

By using “gdb” debug as before, see Figure 22 below, it is possible to ascertain if all the data is hidden. The same logic as used in the prior example is applied herein and an address for the rsi register (which is being used as a keyboard buffer) is obtained. Note the hex address returned is different than in previous examples seen above. This is a good characteristic of the memory management of the Linux operating system.

    (gdb) info registers
    rsi     0x7f37f9297000  139878380171264

Figure 22: “gdb” Command Output for “Data.txt” File on Test System

As seen in Figure 23, the initial 48 Bytes of the register are dumped to a file called “vmtouchfile” (2nd address is 30x higher). When reading this file, it turns out that the register is unaffected by placing the online file in a new virtual memory space. By looking at the interpreted portion of the dump one can see that the line "this is more data" is in fact readable. Again, by monitoring the ongoing transactions of the rsi register, data being written to the file Data.txt could potentially be compromised.

    (gdb) dump memory ~/vmtouchfile 0x7f37f9297000 0x7f37f9297030
user@eros2:~$ xxd vmtouchfile
00000000: 7468 6973 2069 7320 6d6f 7265 2064 6174  this is more dat
00000010: 6100 0000 0000 0000 0000 0000 0000 0000  a............
00000020: 0000 0000 0000 0000 0000 0000 0000 0000  .............

Figure 23: “gdb” Command for “vmtouchfile” Output on Test System

RESULTS
These results illustrate an interesting property about computers. It shows that data is often stored in several places before it reaches its ultimate destination, in this instance via the NSF service across the internal network of a private cloud to a SAN (Storage Area Network), as well as on the
Linux host the file was being manipulated on. Further, some of that data is retained along the way. A good example of this is the propensity to create multiple replications of data in cloud computing. Other examples might be data contained in the keyboard or print buffers on a local host computer.

A computer system is really a series of devices that are often operating at different speeds, hence the need to buffer data by various means. In the latest example, the online file's ultimate destination was hidden space in within virtual memory. However, the data had to go from the keyboard to a register before it got to that point and hence was potentially vulnerable until it got to the hidden space within the virtual memory it ultimately reached.

Therefore, simply using virtualization or virtual memory to obscure the location of data is not to be considered as a viable nor comprehensive security strategy. The literature shows that the use of a multilayered security approach is of the utmost importance and certainly this is an imperative strategy (Koon, 2022). However, it may need to go beyond the rights of users that can access the sensitive data of an organization, as many IAM (Identity Access Management) regimes are currently set up in enterprises (Hummer et al., 2016). The results herein indicate that monitoring memory usage and low-level access to data also merit consideration in a comprehensive security strategy, especially within a public cloud computing environment, which many organizations have moved towards over the course of the last decade and a half.

**DISCUSSION**

As has been pointed out, the threat to modern information systems and applications will continue to be a major concern for organizations moving forward. Although some organizations still host much of their information technology infrastructure on-premises, most larger organizations have now moved to cloud computing environments such as Amazon AWS, Microsoft Azure, and Google to name a few. This continued move towards cloud computing, especially via large public cloud providers means that organizations will usually not have direct control over the hardware that their systems and applications reside on whether they be in a virtualized or containerized environment. Although the large cloud providers provide a good amount of physical and network security, they may not be considering potential memory level attacks on the physical devices themselves. Often you may not realize who your “neighbor” is that cohabitates on the physical machines your virtual machines reside on in the cloud computing environment. Therefore, the ability to protect against potential memory level attacks becomes an even more crucial thing to be aware of and protect against. If a malicious actor was able to gain access to an on-premises server how much data could they possibly collect? But if that same server was hosting multiple organizations’ sensitive confidential data, then the potential repercussions could be even greater, as in a public cloud computing environment with shared physical resources. If a hacker was able to mine the memory on the physical machine the results could be quite damaging. Although most of the current attacks are centered at the application layer, the Verizon DBIR (Data Breach Investigations Report) typically lists phishing emails as the cause of roughly 80% of data breaches year-over-year, these types of attacks are not the only threat that organizations need to protect themselves against (Verizon, 2022).

The ability to monitor and place protections against the potential theft of data via memory mining or leakage is also a critical security control that organizations need to be aware of and put in place.
More competent hackers or hacking groups might also make use of memory-based fileless methods, such as an Excel spreadsheet file embedded with macros or a website running Adobe Flash to carry out attacks that could be undetectable by conventional defenses, such as the (WAF) web application firewall or some form of endpoint protection, though this would still be delivered typically via an email. Without an adequate amount of cybersecurity in place, malware could be allowed to infect systems without end-users knowing it has occurred. Because of the nature of computer memory, organizations need to know memory-based attacks can be a potential threat vector that they need to be aware of, and place necessary controls and countermeasures in place to monitor and alert if malicious attacks do arise.
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