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  Abstract 

 
 
 Over the past decade years, the growth of online social media has greatly facilitated the way people 
communicate with each other. Therefore, the world of the internet has become a very hard place to be able 
to figure out what information available is factual or not. Recently aggressors of this have been sources 
publishing articles as real news to sway people to behave a certain way.  By training a program to identify 
what is the difference between a factual piece of writing and the nonfactual, consumers would be able to 
better navigate the political, spiritual, and physical world around them better informed than they otherwise 
might have been. In this research, the experiment takes a piece of writing and decodes what words were 
used and compares its previous learning to find out if the words used lead, it to know that something is 
nonfactual. It then comes up with a percentage based on that and other smaller details like punctuation to 
determine the result of the report detailing its factuality percentage based on the machine’s findings. The 
purpose of this research is to help people have a better knowledge of which news sources are the most 
reliable to be able to make smarter decisions on what to believe in this era of misinformation. It is 
important that people learn to question and research information for themselves and that is what we hope 
to promote in this paper. 
 

 
Keywords: detecting fake news, factuality detection, machine learning 
 
 

Introduction  
 
Over the past decade years, the growth of online social media has greatly facilitated the way people 
communicate with each other. Users of online social media share information, connect with other people 
and stay informed about trending news (Stahl, 2018). The change in the news media is a noticeable one in 
that it is difficult to gauge which news sources are factual and which are spreading “fake news” just for 
consumer engagement. This identification of these news outlet’s reliability is what is set out to be done in 
this paper. By training a program using machine learning, it is able to identify the factuality of a given text 
by combing through for the words and phrases often used (O'Brien, 2018). In doing so, it is possible to 
graph this numerical representation to compare to the other news websites’ articles. This allows consumers 
of news media to make a better cognitive decision on what to believe when it comes from a particular news 
source. 
 
The spread of fake news has become much more prevalent today, and it is important to know which news 
sources can be relied upon for factual information only. By using a python fake news detection program 
that uses machine learning to inspect an article for the words and phrases used, it is possible to detect how 
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factual the information presented is (Halgekar and Kulkarni, 2020). This data can then be averaged across 
several articles for a particular news source website and can then be compared to others to have a better 
understanding of where media consumers should go if they want “real news”. The python program takes 
reference to many models of word detection such as the one used in the Automatic Detection of Fake News 
(Perez-Rosas and Kleinburg, et al. 2017). In our research, the news sources obtained are from a variety of 
local news websites chosen randomly. We will be using Natural Language Processing software to analyze 
the ten articles chosen (Busioc, et al. 2020). Natural Language Processing, or NLP for short, is a subfield 
of linguistics, computer science, and artificial intelligence concerned with the interactions between 
computers and human language, in particular how to make programs to analyze and process large amounts 
of natural language data (Srivastava, 2020). 
 
The rise of social media as an important part of our lives has made it easy for everyone around the world 
to share and spread any kind of information to the other reaches of the world. This is positive in that it has 
become easier for citizen journalism if you will, which allows for more raw news to be spread without 
being sanitized for viewership on the air. Negatively, though, this also allows for unchecked news to be 
spread as well. False information is fed to the masses without any responsibility for what it could cause. 
Usually, the reasons for doing this are malicious whether it is to slander someone or a company, or to just 
to attract people for attention to earn money off the online advertisements. A lot of times they have been 
used to influence the public's thoughts and opinions on a political candidate for an election or a certain 
celebrity. Consumers of media have a right to know how factual a news source is, and that news source 
isn’t going to reveal that evidence outright regardless of what people may request. Thus, this is an analysis 
of a couple of websites that will be shown in a visual way of how factual they really are and the deeper dive 
into what the found data means. 
 
It is important to people in their daily lives as it is since according to a Pew Research Center article, “Almost 
three out of four U.S. adults (71%) watch local television news…” This shows just how important it is for 
everyday people to have access to and understand that the local news channels aren’t the only place to get 
your information, especially in this day and age of the internet. The purpose of this research is to help 
people have a better knowledge of which news sources are the most reliable to be able to make smarter 
decisions on what to believe in this era of misinformation. It is important that people learn to question and 
research information for themselves and that is what we hope to promote in this paper. The interesting part 
in doing so is finding out how to figure out if something written down is truthful or not. Talking face-to-
face in person where you can read body language and hear a person’s voice are the usual ways of helping 
you determine whether or not a person is being truthful, but how do we transfer such ways of deducing into 
computer language? The key is that we can’t, at least not in the same way. To do this in computer talk, we 
must look at a person’s way of writing instead. Everyone has a writing personality that can be seen when 
reading their works. It’s not always easy to see or interpret because words on a paper or screen don’t have 
any visual or auditory emotion to accompany them like you would get in person. This study will be using 
Python to check the accuracy of 5 local news websites using a handful of random articles recently published 
to find out the average rate of accuracy each one publishes. And this will allow people to be able to check 
to find out and see which is the most factual news source at this time based on their most recently published 
articles from the last few months. 
 

Related Work 
 

In the past years, many researchers recently studied big data analysis as different topics or categories. For 
example, Reece and Hong (2021) presents big data analytics for smart sports using apache spark.  Big data 
analytics examines large amounts of data to uncover hidden patterns, correlations, and other insights. With 
today's technology, it's possible to analyze your data and get answers from it almost immediately. 
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Accordingly, this research focuses on how to detect fake news. Fake news is differentiated by the content 
that mimics news media in form but not in editorial processes. In a paper called “Automatic Detection of 
Fake News”, they developed computational resources and models to identify fake news and used two 
datasets they gathered through crowdsourcing and directly from the web (Perez-Rosas, Kleinburg, et al. 
2017). They checked the articles for use of words, punctuation, readability, and syntax. They cross examine 
from many sources. This is similar to the method used in many other research papers listed below in the 
references. Another example is a paper that also mostly tries to make a model that will detect if a news 
medium is factual or not based on the words and phrases used in it. They used Natural Language Processing 
(NLP), which I will define later in this paper if you don’t know what it is, classification algorithms in 
Python to help sort through the articles (Khanam and Alwasel, et al. 2021). Another good research that was 
researched was this paper that focuses on predicting how factual a source will be. They found that the most 
trustworthy sites usually have a Wikipedia page and used that to make the finding out if it was reputable 
easier, but it turns out it is not that useful for political bias that articles may have (Baly and Karadzhov, et 
al. 2018). In the paper titled “Fake News Detection using Machine Learning Algorithms”, the researchers 
used a similar process listed above to characterize the texts they chose, but with a little difference in that 
they completely removed and disregarded the punctuation in those texts. It is interesting that they believed 
that that data was useless for what they were trying to accomplish. (Sharma, et al. 2020). Many other papers 
such as literature review references show similar workings and ways of processing the entered text data. 
One researcher checked articles by testing on tasks of increasing difficulty. They differentiate four subject 
areas to look at which are entertainment, history, and geography. They were able to find that the truth values 
they got back from their fact checker are positively correlated to the average rating given by human 
evaluators (Ciampaglia and Shiralkar, et al. 2015). This means that the machine is being about as accurate 
as any normal human might be, which could be useful. Though, I believe it should try to get different results 
if they want to see a reason for using this machine instead of just using your own judgment. Something 
important mentioned in the paper titled “Fake News Detection on Social Media using Geometric Deep 
Learning” is that a major key challenge faced in detecting factuality using machine learning approaches is 
that to have the best knowledge on what to look for you need a rich and extensive training dataset to allow 
it to catch more details (Monti and Frasca, et al. 2019). Another deeper look at Natural Language Processing 
is explained by a part-of-speech label tagging to sort each word into a category based on part of speech it 
is (ie: noun, verb, etc.) and are then taken into account similar to the way mine look at the number of certain 
words used (Collobert and Weston, et al. 2011). A thing I want to focus on for a second regarding the paper 
by Natali Ruchansky and others is that they accurately wrote out some points that are important. First, they 
also described how misinformation is a vital part of social media influence (Ruchansky and Seo, et al. 
2017). They also say that it is mainly due to the difficulty humans have distinguishing true from false news. 
They also came into the approach using the ideas of natural language processing and how there are machine 
learning techniques that rely on specific features to classify certain pieces of text as factual or not. They 
also tell us that many linguistic characteristics are not fully understood and that the way they are looking at 
the data is not the only way to lead to fake news detection. In this instance they used three different specific 
qualities to identify their sources. They used these characteristics, text, response, and source. The text is the 
words used and analyzing the vocabulary and structure of the articles much like my project sets out to do. 
The response aspect is gathering data on how people responded or interacted with the text. This is harder 
to gather because there are many factors that could be used as a response. In the paper they also went over 
the examples there are such as Facebook likes, YouTube likes, Twitter retweets. etc. The last factor is to 
integrate, which combines the response and text aspects and then uses the source information from both to 
classify the article as fake or not. The main reason they are doing it this way is because they don’t want to 
have to rely on social graphs or domain knowledge to be able to take a closer look at the data. They used 
two real world gathered datasets and they say in their paper that their Capture Score Integrate (CSI) model 
was able to achieve much higher classification accuracy than other existing models. 
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Another research I would like to look at is one that goes a bit more into the different ways you can classify 
data and analyze it. The paper by Ray Oshikawa and two others tells us that one condition for fake news 
identifiers to have good performance is to have sufficient labeled data (Oshikawa and Qian, et al. 2018). 
Acquiring this kind of data though is very labor intensive and requires a lot of time. Therefore, they say 
that many lean towards less supervised methods. Many datasets are also created from already reputable data 
checking sources such as Polifact and Snopes. These are however usually only used to check the factuality 
of tweets or rumors in general and not extensively news only. 

 

Methodology 

In this research, to calculate the validity of these news sources, we will be taking a random sample of ten 
of the most recent articles published within February and March 2022 from five local news sources and 
averaging each’s factuality report to visualize into a table and graph. Figure 1 explains how we will do this 
using the architecture of Natural Language Processing, as I mentioned in the introduction, which is broadly 
defined as the automatic manipulation of natural language, like speech and text, by software (Dilmegani, 
2016). 

 

Figure 1: Architecture of NLP Processing 

Therefore, to find out the validity of these news source articles we start to look at certain linguistic features 
such as: Punctuation. The use of punctuation is useful in that it could help to differentiate deceptive news 
from the actual truthful texts. By looking at punctuation characters such as periods, commas, question 
marks, exclamation marks, and the use of dashes, we are able to better determine truthfulness using Natural 
Language Processing. We will also extract features that indicate text understandability. These include 
content features such as the number of characters, complex words, long words, number of syllables, word 
types, and number of paragraphs, among others content features. We should also take grammar and such 
into account when looking at these texts to see if there are errors of any kind present as this would 
automatically lower the percentage of how factual a given article is. Then we will process and vectorize by 
using the Python scikit-learn library to perform tokenization and feature extraction of the text data 
(Pedregosa, et, al. 2011). This data is then encoded as tf-idf values. TF here stands for Term Frequency 
which is the number of times a word shows up in text. 
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 The IDF part stands for Inverse Document Frequency which will refer to words that appear many times in 
a document but do so in many others as well, so they are more like filler words that are unimportant.  

 

The reason to use this library is because it contains useful tools like Count Vectorizer and Tiff Vectorizer 
(Hao and Ho, 2019). First, we train the program using pandas to read two separate excel files which contain 
proven true text articles and made-up fake articles respectively and sklearn to analyze the data (McKinney, 
2011). 

 

This is the main way research programs look at the entered text to determine factuality. It is trained this 
way using the two datasets of the true example data and the false example data. This suggested program is 
heavily biased towards the articles we used to train it. If there was a certain thing that linked all the truth 
articles to be similar, then that is what the program will pick up when looking at entered questioned articles. 
I first start by finding the ten articles for each news source I would like to use and analyze. Figure 2 is an 
example of an online news article. Then after acquiring all the text from the body of the article, we can 
move it into an excel file to allow it all to be read by the python library pandas. Figure 3 showing the raw 
data of excel file, after saving the data, the python program reads in the excel file data and automatically 
notes the total count for each word read in and can characterize them into being a TF or IDF based on 
previous learning data analysis using sklearn. After it has finished it can store the result into an array that 
will print at the end to show us all the report numbers. This number will be the reported factual accuracy of 
the articles which we can then study. The reported numbers will all be averaged based on the news source 
and that will provide an average factuality for that specific news source, which will allow us to make a 
judgment whenever we see articles published by that news source again. 
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Figure 2: Example of online news article 

 

Figure 3: An excel file of raw data 

Experimental Results 
 

This research sets out to show a visualization of the news content’s validity therefore, the result will be in 
a table and accompanying graph. This will allow news media consumers to better understand which news 
sources can be followed more closely without having to worry about fact-checking the news too much. The 
results gathered from the process before yields a set of number percentages that we can place in an excel 
file for calculations to be made as Table 1. 

 

 



Issues in Information Systems 
Volume 23, Issue 2, pp. 52-61, 2022  

 
 

58 
 

Table 1: Excel data of News Source Articles’ Factuality 

 

Then we can use this to not only acquire the average truthfulness in Table 2 for each news source we can 
also visually show it through a line graph as Figure 4 where each news source can be compared to the 
others. This is a great way for the average person to make informed decisions regarding choosing which 
news to follow even if they had been a devoted follower of a particular news channel/website. 

 

Table 2: Factuality Averages of 5 News Source Websites based on 10 articles. 
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Figure 4: Each News Article Factuality 

 
As illustrated in Figure 4 graph it is interesting to see how in line with each other the news sources all seem 
to be. There are ones that are worse than others, but it doesn’t appear to be much. News source B ended up 
having the highest average which is visually visible in the graph above. This chart shows us what the 
averages for each news source ended up being based on the reports of a chosen 10 articles each. It seems 
like the five local news sources I used as an example are not very reliable in this case. Or perhaps no news 
outlet is able to be that high in factuality as said before due to human error. 
 
 

Conclusion and Future Work 
 

Any news source can be checked using the above methods written in this report and we specifically looked 
at five of my own local news sources for an example to demonstrate how this research can be helpful to 
media consumers who want news of only facts. I would also bet based on my findings that the probability 
of any local news source is probably never going to have a score higher than ninety and could perhaps even 
mean that any news source wouldn’t achieve an average factuality score higher than ninety. I would love 
for someone to use this research or a similar one to show that that is the case. News sources are never going 
to be one hundred percent correct since we all know that in anything humans do there is human error usually 
in the form of bias whether intentional or unintentional. This research is by no means perfect, therefore 
much of any future work could be to improve this. To improve it we would need much more testing and 
analyzing elements. Not just looking at punctuation and words used but more such as in the papers I have 
used as reference. It would be helpful to go beyond the article text itself and look into the metadata of the 
source of the article. Also, checking to see if there are more articles with similar information elsewhere to 
help prove the facts. I should also mention that if this program was used by the public and became 
commercialized then perhaps many writers would investigate how to get around being flagged as nonfactual 
despite not being facts. 
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