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ABSTRACT

An important component of knowledge management is the organization of documents for quick and easy access. One effective way of organizing these documents is to group them by a fixed set of specific knowledge categories. For large-scale technical teams, the number of categories can reach thousands or even tens of thousands, which makes this type of cataloging especially useful. Text classification is a sophisticated process that involves data preprocessing, transformation, dimensionality reduction, application of classification techniques, classifier evaluation, and classifier validation. This paper describes the preliminary results from phase one of a design-science research study for the development of a model that can be used for classification of financial software development documentation in knowledge discovery systems using machine learning. Specifically, testing with a small dataset of 64 documents from the Natural Language Technical Project Documentation dataset was conducted to assess the effectiveness of traditional text classification methods. Results indicate limitations to these traditional methods for classifying technical documents. The next steps include evaluating the performance on a bigger dataset of technical documents and testing new deep learning techniques.
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INTRODUCTION

Text Classification in Knowledge Management

Organization of documents for quick and easy access is an essential component of knowledge management in technical teams. For large-scale technical companies, the number of categories can reach thousands or even tens of thousands. The goal of this study is to investigate how machine learning can help to organize technical documents by comparing the effectiveness of traditional text classification methods with more modern deep neural network pre-trained models.

Text classification has been extensively investigated in the past years; however, it has several challenges and still depends on manual labor rather than on automated processes, such as machine learning (Fromm, et al., 2019). In a large organization, the abundance of large disordered technical texts is likely to cause an increase in development cost and time-to-market of the product (Liu, Lu, & Loh, 2007). Due to the amount of work, it is often impractical to assign document classification tasks to company employees (Rossi, Lopes, Faleiros, & Rezende, 2014), which leaves two options: either leave the documentation as is or find a way to automate the process. The latter option leads to a shorter development cycle and the production of better products to the market (Kobayashi et al., 2018a). According to Kao, Quach, Poteet, and Woods (2003) and Sabbah et al. (2017), the automated organization of the documents into categories of interest also accelerates the knowledge discovery processes of the company. Text classification techniques have become essential to support knowledge discovery as the volume of digital documents has expended in recent years (Sinoara, Camacho-Collados, Rossi,Navigli, & Rezende, 2019).

Text Classification Methods

Starting with the work of Maron (1961) in the early 1960s, text classification has been used in various fields, including political and social sciences, business and marketing, law, finance, health-care and personality research (Kowsari et. al., 2019; Silwattananusarn & Tuamsuk, 2012). Text classification methods are largely based on machine learning and data mining, which makes them especially effective for applications such as information retrieval and filtering, sentiment analysis, recommender systems, etc. (Kobayashi, Mol, Berkers, Kismihök, & Hartog, 2018a). However, the
applications of text mining in knowledge management are limited (Fromm, Wambsganss, Söllner, 2019; Kowsari et al., 2019; Usai, Pironti, Mital, & Aouina Mejri, 2018).

Kowsari et al. (2019) conducted a review of the literature on different text classification methods including various feature extraction and dimensionality reduction techniques. The authors pointed out that textual data represent a significant source of knowledge and nearly 80% of corporate information exists in unstructured textual data formats and document categorization is one of the most common methods for mining document-based data. Kowsari et al. (2019) discussed the limitations of various text classification techniques and their applications. They highlighted that it is a challenge to find suitable techniques for text classification and it is one of the most indispensable problems in machine learning.

Usai et al. (2018) defined text mining as the "most natural process of knowledge discovery by adopting textual databases" (p. 1472). The authors conducted a review of 85 academic publications focused on knowledge discovery derived from text mining techniques. They observed that knowledge discovery and text mining can be categorized into two periods. The first period is from 1998 to 2009, where academic research was focused on technical aspects of knowledge discovery through text mining. In the second period starting from 2010, the interest in data analytics increased exponentially with the heightened interest in customer behavior research. The authors noted that companies have a large amount of information in the form of textual data, which needs to be embedded and categorized in the knowledge management system.

Fromm, Wambsganss and Söllner (2019) developed a natural language processing feature taxonomy to help researchers and practitioners with text mining studies. Wambsganss and Söllner conducted a literature review and observed that most of the text mining applications solely rely on the basic bag-of-words feature generation technique in which the order and co-occurrence of words are not taken into account. They pointed out that since text mining requires deep domain knowledge, it still depends on human work and techniques that evolved in one discipline are rarely used in the other disciplines. Fromm et al., (2019) presented the initial development results of a taxonomy of features used in text mining. However, they suggested that further research across different domains is needed to capture all relevant features into the final taxonomy.

Purpose

In this paper we present the preliminary results from phase one of a design-science research study (Hevner, et al., 2004; Peffers, et al. 2007) for the development of a model that can be used for classification of financial software development documentation in knowledge discovery systems using machine learning. This research is carried out in the following four phases: (1) identify a proper data representation technique, (2) develop a prototype text classification model, (3) collect stakeholder feedback, and (4) validate the model internally based in stakeholder input. The first two phases embody the construction of a schematic TC model that will serve for capturing and codifying explicit knowledge that resides in technical documents such as business requirements, project plans, architecture blueprints, design specifications, and release plans. Kobayashi, et al.’s (2018b) text classification process guides these two phases and includes the following six steps: (1) text preprocessing, (2) text representation or transformation, (3) dimensionality reduction, (4) selection and application of classification techniques, (5) classifier evaluation, and (6) classifier validation. Research methods and results of steps 1, 2 and 3 (i.e., text preprocessing, text representation, and dimensionality reduction) are presented in this paper.

RESEARCH METHODOLOGY

Phase one is guided by the following research question: What text classification tools for knowledge discovery are available and what are their benefits and limitations? To address this question, it is important to identify a proper data representation technique by investigating the effectiveness of traditional models for technical documents classification. This phase aims to carry out the automated cataloging of technical documents by means of text classification. Following the work of Allahyari et al. (2017) we define the problem of text classification as follows: Given a training set of documents $D = \{d_1, d_2, ..., d_n\}$, where each document $d_i$ is labeled with a label $l_i$ from the set $L = \{l_1, l_2, ..., l_k\}$. The goal is to find a classification model $f$ s.t. $f: D \rightarrow L, f(d) = l$, which can assign the
correct class label to new document $d$. As noted above, the text classification process will be used as described by Kobayashi, et al. (2018b).

The goal of the first three steps of this process is to find a good data representation technique. As noted by Sinoara, Camacho-Collados, Rossi, Navigli, and Rezende (2019), the performance of a text classification model is directly related to the quality of the data representation. The dimensionality reduction phase can be seen as a sort of data compression and the goal of this step is to improve the computational time by reducing the difficulty of the classification problem (Mironczuk, & Protasiewicz, 2018). The last three steps of the process will be focused on the model training and determining the most effective classification algorithms. Several classifiers will be evaluated including random forest and neural networks as suggested by Kobayashi et al. (2018b).

**RESULTS**

To ensure credible results, the chosen dataset should be representative of real-world data. The collection of documents was created from several publicly available documents and datasets (Natural Language Technical Project Documentation). The dataset consists of 64 technical documents that are labeled to 9 different classes. The following classes and respective number of documents in the dataset are presented in Table 1.

<table>
<thead>
<tr>
<th>Document Class</th>
<th>Number of Documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Architecture and Design</td>
<td>17</td>
</tr>
<tr>
<td>UI Design</td>
<td>10</td>
</tr>
<tr>
<td>Legal and Regulatory</td>
<td>10</td>
</tr>
<tr>
<td>Requirements</td>
<td>8</td>
</tr>
<tr>
<td>Quality Assurance</td>
<td>7</td>
</tr>
<tr>
<td>Security</td>
<td>7</td>
</tr>
<tr>
<td>Software and Development Process</td>
<td>2</td>
</tr>
<tr>
<td>Accessibility</td>
<td>2</td>
</tr>
<tr>
<td>Strategy</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>64</td>
</tr>
</tbody>
</table>

Based on the study of Dobbin and Simon (2011) the optimal proportion of cases for the testing set tended to be in the range of 20% to 60%. To evaluate different approaches to the discussed classification task, we took 20% of the initial dataset and calculated the accuracy of predictive models on it.

The original text of technical documents went through a few stages of text preprocessing:

- Normalize: lowercasing and removal of non-alphabet characters.
- Tokenize: splitting text to a list of tokens. In our case each token represents a word.
- Lemmatize: reducing inflected (or sometimes derived) words to their word stem, base or root form (e.g. running -> run). Lemmatization reduces the inflected words properly ensuring that the root word belongs to the language.
- Removal of stop words: These are words, which do not add much meaning to a sentence.

Step 2 is text representation or transformation. All words from documents need to be represented in a meaningful and convenient format for processing. For this purpose, we used a technique called word embedding. It translates each word in a given dictionary into a vector of numbers of a specified length. Following the work of Kobayashi, et al. (2018b) we used the term frequency / inverse document frequency (TF/IDF) approach for text transformation. For a specific document, it determines how important a word is by looking at how frequently it appears in the document. IDF was used to calculate the weight of rare words across all documents.
Step 3 is dimensionality reduction. The perceived set of embeddings for each document is large. In average, there were 124,525 words per document. After applying TF-IDF the vectors size was reduced to 3,432. In addition, truncated singular value decomposition (SVD) was applied to reduce the dimensionality of feature vectors even more, to 49.

First, traditional models were evaluated by four commonly used metrics in information retrieval (Combarro, Montanes, Diaz, Ranilla & Mones, 2005): accuracy, precision, recall, and F1-measure. Tang, Kay and He (2016) defined precision as the percentage of documents that are correctly classified as positive out of all the documents that are classified as positive. The authors defined the recall as the percentage of documents that are correctly classified as positive out of all the documents that are positive. Precision can be computed as 

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

and recall as 

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

where TP denotes the number of true positive, FP denotes the number of false positive, and FN denotes the number of false negative. Precision and recall have inverse correlation between each other and F1-measure is one of the most popular that combine them as one single measure. F-measure can be computed as 

\[
F_1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

The results for simple models are presented in Table 2.

<table>
<thead>
<tr>
<th>model_name</th>
<th>accuracy_score</th>
<th>precision_score</th>
<th>recall_score</th>
<th>f1_score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1  Stochastic Gradient Descent</td>
<td>0.692308</td>
<td>0.638889</td>
<td>0.694444</td>
<td>0.661905</td>
</tr>
<tr>
<td>5  Gaussian Naive Bayes</td>
<td>0.615385</td>
<td>0.622222</td>
<td>0.638889</td>
<td>0.595238</td>
</tr>
<tr>
<td>3  Decision Tree</td>
<td>0.538462</td>
<td>0.5</td>
<td>0.527778</td>
<td>0.483333</td>
</tr>
<tr>
<td>6  K Nearest Neighbor</td>
<td>0.384615</td>
<td>0.397959</td>
<td>0.333333</td>
<td>0.311111</td>
</tr>
<tr>
<td>2  Random Forest</td>
<td>0.230769</td>
<td>0.144444</td>
<td>0.222222</td>
<td>0.169841</td>
</tr>
<tr>
<td>4  AdaBoost</td>
<td>0.307692</td>
<td>0.103175</td>
<td>0.277778</td>
<td>0.148148</td>
</tr>
<tr>
<td>0  Dummy</td>
<td>0.153846</td>
<td>0.163265</td>
<td>0.119048</td>
<td>0.12381</td>
</tr>
</tbody>
</table>

As shown in Table 2, most traditional machine learning models demonstrated relatively low results, which are insufficient for practical usage. These low results stem from the fact that our dataset was very small. Even though, stochastic gradient descent and gaussian naive bayes models achieved reasonable results. These results are sufficient to determine that machine-learning-based methods can be used to develop a model to simplify the task of classification of financial software development documentation in knowledge discovery systems. Furthermore, we believe, that with a significantly larger dataset these methods would have shown significantly better results. Having a larger dataset would allow to use more advanced machine learning algorithms based on deep neural networks, such as Bidirectional Encoder Representations from Transformers (BERT) (Devlin, Chang, Lee, & Toutanova, 2018).

**SUMMARY**

In this paper, preliminary results from phase one of a design-science research study to develop a model for classification of financial software development documentation in knowledge discovery systems are presented. In this phase, we investigated the effectiveness of traditional models for technical documents classification. The results of our experiments demonstrated that this approach is inefficient in the case of a smaller dataset of technical documents. Our next steps are to evaluate the performance on a bigger dataset of technical documents and evaluate new deep learning techniques such as Word2Vec (Mikolov, Chen, Corrado, & Dean, 2016), GloVe (Pennington, Socher, & Manning, 2014), BERT, convolution neural networks (Kim, 2014) and recurrent neural networks (Lai, Xu, Liu, & Zhao, 2015).
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