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Rapid proliferation of commercial tools in the area of Business Analytics poses the question of which tools are appropriate for teaching MBA level Business Analytics courses. Some of the suggestions are previously discussed by Mrdalj [1, 2], and Yang and Liu [3]. Although there is no simple and definitive answer to this question, this paper presents a scenario of using a self-serving Microsoft Excel with Power BI tools for such a task. We’ll start by presenting a typical goals and learning objectives for the MBA Business Analytics (BA) courses.

A typical MBA Business Analytics course is designed to equip students with the knowledge and skills to help organizations (large and small, for profit and non-profit) determine the best course of action to achieve their financial, operational and strategic goals and remain competitive. The goal of such courses is to introduce the student with a practical use of BA tools and techniques, and to provide some insight into how these tools may be used to analyze complex business problems and arrive at a rational solution. The following are a subset of typical objectives that are relevant to this paper:

- Access and store data from a variety of sources including traditional relational databases, NOSQL data stores, and other web-based sources.
- Apply quantitative modeling and data analysis techniques to the solution of real world business problems.
- Use data mining algorithms to solve real-world problems.
- Communicate findings, and effectively present results using data visualization techniques.
- Demonstrate use of team work, leadership skills, decision making theory.

Given that Excel is a common tool used in many MBA courses, we recommend to use Excel as a main platform for BA courses. Excel provides rich data connections, transformations and visual analytics in a unified, seamless experience while enjoying the familiarity of Excel and features that MBA students already love such as pivot tables, slicers, charts and formulas. The Microsoft Power BI tools are: Power Query, Power Pivot, Power View, Data Mining Client, Power Map, and Power BI Sites. Some of these BI features in Excel have been available before, some are new, but all are now integrated into Excel. Next we’ll explain and demonstrate how each of the above listed goals and objectives can be achieved using Power BI tools.

Access Data - Data gathering is an often tedious and laborious job that is almost always overlooked in many courses. Power Query brings all existing corporate data sources like Excel spreadsheets, on-premises data sources, Hadoop datasets, streaming data, and cloud services together so students can start analyzing them in seconds.
Discover and Combine Data – Students can easily discover and connect to data from public sources with Power Query using the new data search capabilities. Power Query also provides the ability to easily transform and merge data from multiple data sources so that you can analyze it in Excel.

Transform and Clean Data - Once gathered, data typically includes mistakes, omissions, and inconsistencies that need to be dealt with before it can be used. There are significant issues that arise when similar data are acquired from different sources. The Microsoft SQL Server Data Mining Add-Ins for Office package provides data preparation tools to cleanse the data, check for and remove outliers, impute missing values, re-label data, and analyzes patterns in a table of data and finds rows and values that don’t fit the pattern. Students can also perform different kinds of sampling, profile the data, and create statistical summaries. These tools are the easiest way to prepare data for analysis without complex scripts or ETL processes.

Model - With Power Pivot students can continue to create sophisticated data models with previously acquired data by creating relationships, custom calculated fields, hierarchies, and KPIs. Such modeling is powered by the increased performance of in-memory technology.

Analyze - The Microsoft SQL Server Data Mining Add-ins for Office package includes the Table Analysis Tools and Data Mining Client. Students can use either easy-to-use tasks or the full development life cycle for the data mining models to derive patterns and trends that exist in complex data, visualize those patterns in charts and interactive viewers, and generate rich, colorful summaries for presentation and for business analytics.

Visualize – Data visualization capitalizes on human abilities for processing visual information and thereby improves comprehension, memory, inference, and decision making. Students can create reports and analytical views in Power View with interactive charts and graphs to explore and present their findings visually in Excel. They can also explore and navigate geospatial data on a 3D map experience with Power Map.

Share and Collaborate - Students can quickly create Power BI sites for their teams to upload their Excel reports and share them with anyone on their team. The report readers get the same dashboard interactivity in the browser, making it easier to consume data and unlock insights. Teams can customize their Power BI sites gallery to feature and highlight specific reports and visualizations created in Excel.

This presentation will conclude with some of our experiences and observations in implementing and teaching MBA level BA courses using Microsoft Power BI tools.
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ABSTRACT

Learning Analytics (LA) is a growing field of study that aims to use analytic techniques, similar to those pervasive in business environments, to help educators interpret and utilize educational ‘big data.’ The widespread adoption of learning management systems (LMS) and networked learning has produced vast sets of student-related data that can potentially inform instructional practice and ultimately improve student learning and performance [6, 7, 9]. Recent reports predict widespread adoption of LA in higher education within the coming years [6, 7, 8, 9, 10]. Many studies highlight the value and use of academic analytics at the curriculum, institutional, and national level; these studies often focus on using data-driven decision making to improve retention [5, 7, 9]. Recent work has showcased the benefits of data analytics at the course level and provide individual examples of case studies, working models, and tools currently employed in higher education [1, 4, 8].

Over the past two decades, business intelligence and analytics (BI&A) has become increasingly important in business communities and academia. BI&A initiatives have been incorporated into Information Systems (IS) curricula and data analytics skill sets are commonly taught in business schools today [2, 3, 11, 12]. Yet, ironically, there is little data published on how IS educators are leveraging data analytics in their own courses. IS faculty teach students about data analytics, but do they use Learning Analytics to harness and interpret the immense data available to them to improve learning environments? Do IS faculty actually ‘practice what they preach?”

This exploratory study seeks to describe faculty perceptions and use of educational data analytics. Research questions include: (a) To what extent do IS faculty currently use Learning Analytics to facilitate learning? (b) What are faculty perceptions of the pedagogical benefits of Learning Analytics? (c) What types of data and tools are currently accessible? and (d) What training opportunities, related to LA, are available for faculty?

This study promises to make several important contributions. This study seeks to promote discussion amongst educators on whether or how Learning Analytics can influence the way future IS professionals are educated. Results will be useful in identifying the extent to which faculty utilize data about students to improve the learning process. Since the paper will classify the types of data analytics currently available and identify common tools/models/techniques employed, results may prove immediately helpful to educators seeking to implement LA at the course level and to help prepare students to utilize similar analytics in business settings.
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MOTIVATION

Invitational educational approaches teaching from a humanistic point of view. Instructors that practice invitational educational theory are inviters as opposed to managers, motivators, shapers, or guides [4]. In 1985, Lundee W. Amos, with the support of William Purkey, created the Invitational Teaching Survey (ITS). Classroom teachers used the survey to assess their professional and personal invitational teaching practices. The ITS was carefully developed and validated. However, the ITS was designed for use in the traditional face-to-face classroom [2]. Online instructors had to translate known inviting behaviors, extracted from the ITS for the traditional classroom, into the online classroom. The presenting problem was to identify invitational online teaching behaviors and then use information technology to allow online instructors to administer an invitational assessment to their students via the Web. The Web based assessment would explore how an online instructor communicates and how an online instructor treats students in an effort to create conditions where online students can learn.

SOLUTION APPROACH

Advances in technology, including greater access to increased bandwidth, allowed colleges and universities to begin offering degree programs that could be completed all online. In the period 2002 – 2010, online colleges and universities saw a tremendous increase in enrollment. By 2013, 7.1 million students were taking at least one online course. In addition, in 2012, 66% of chief academic leaders said that online learning was critical to their long-term strategy, and only 9.7% of institutions indicated that online education was not critical to their long-term strategy. Finally, 33.5% of all higher education students were taking at least one online course in 2014 [1]. Continued improvement and innovation in technology will enable growth in online education in the foreseeable future.

A field test was conducted with 448 online students. The field test was administered using a paper-based survey that had statements about the online instructor, based on the ITS foundation. Negatively worded statements (to preclude response position bias) were reverse coded and 15 subscales were reported as the sum of the values for each statement in the subscale. Each statement was evaluated on a scale of 1 – 5, with the higher score indicating more inviting teaching behavior. As a result of the field test, the researchers realized a Web-based software system was needed. The Invitational Online Teaching Assessment (IOTA) was designed so that it can be administered to students via the Internet. The IOTA system automatically scores the assessment results and sends a Portable Document Format (PDF) report to the instructor via e-mail. The report includes the quartiles for each subscale derived from the paper-based field test so instructors can compare results. The Web-based IOTA system is free for use by any instructor. The IOTA system was architected and developed using the Google Apps Script programming language, Google Forms, Google Docs, Google Sheets, free third party plug-ins and Google’s cloud platform. These free Google technologies allow automation of virtually any workflow [3].

IMPLICATIONS

This study has two implications. First, instructors that have a programming background do not need to pay for a survey tool, data analysis software or reporting software. Instead, they can use the Google’s Apps Script programming language along with Google Forms, Good Docs and Google Sheets. Using these tools could be quite valuable when conducting a study that requires a quantitative online survey where data collected is processed in some manner. Second, how an online instructor communicates and how an online instructor treats students can create the conditions where online students can and will learn is explored/assessed. The IOTA system provides one tool for online instructors to use to evaluate their inviting teaching behaviors and make changes as needed. The feedback from students is completely anonymous and only the requesting
instructor receives the IOTA report. How the results are used is entirely up to the instructor; however, the researchers hope that the IOTA system will lead to many more inviting online classrooms.

CONCLUSION

The IOTA system is a result of an academic study that was conducted to help online instructors evaluate their invitational teaching practices. In addition, the IOTA system is an example of a software development project where instructors can benefit using free Google technologies to create tools/systems to use inside and outside of the classroom as Google offers free and reliable cloud-based development tools and platform.
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**ABSTRACT**

Organizational culture denotes a set of values, beliefs, perceptions and ways of thinking. A system occurs when organizational members possess a common understanding of main value features that an organization endorses. Thus, pre-dominant aspects of culture are specifically taught or generally evolved and are essential for ultimate success within that particular organization.

Organizational culture evolves from established norms, values, customs, and procedures that have proven to be useful as an organization advances and matures. Because of the innate process in which organizational culture evolves, each organization’s culture possesses a full array of strengths and weaknesses that are challenged by the passage of time. The rapidly advancing modern technology profoundly impacts current and future metrics of organizational culture. Daily activity and the corresponding decision-making constructs that remain unchanged over time will render an organization less competitive and will seriously challenge longevity over time.

Questionnaire results were from a group of 38 business leaders and managers representing 27 organizations in the south-western quadrant of the United States. The research base group was 62% male and 38% female. The reported average age of IT managers and leaders who responded was 37.5 years of age.

**Research results:** The nature of organizational culture; Characteristics of organizational culture; Stages of change in organizational culture; Interorganizational influences on culture

**Key words:** Culture, Corporate Culture, Cultural Change, Stages of cultural change,
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Text analytics is a BI-related discipline for working with unstructured data. It involves several types of tasks including natural language processing, information retrieval, document management and search, and sentiment analysis. These different tasks are implemented by various existing open source APIs. This presentation presents the key elements of text analytics, and describes how these are implemented in open-source libraries such as Apache’s Java-based openNLP (https://opennlp.apache.org/) and Lucene (https://lucene.apache.org/), Princeton’s Java-based WordNet (http://wordnet.princeton.edu/), and a variety of REST/JSON/XML web services. These tools can be used to develop custom text analytic software applications.

Natural Language Processing

Natural language processing (NLP) involves both grammatical and semantic processes. Grammatically, NLP starts with the capacity to break a body of text into meaningful sentences. This is harder than it seems; a period does not necessarily mean the end of a sentence. Once sentences are recognized, the next step is to tokenize, which means breaking the sentences into individual words. Again, this is not as easy as it seems. Words are not identified only by spaces, but also by contractions. For example, the word “isn’t” is actually two words: “is” and “n’t” (or “not”). After tokenizing a sentence into individual words, the next step is to recognize parts-of-speech (POS). POS analysis breaks sentences into their grammatical constituents (nouns, verbs, adjectives, adverbs, prepositions, etc.). Again, there are complexities; some words could be a noun in one context and verbs in another. From there comes parsing the sentence into meaningful linguistic groupings. This is done at a surface level via chunking, which breaks a sentence into phrases. Then comes deep parsing, a process that produces a parse tree showing internal structure of each phrase as well as its relationship to the sentence as a whole. A related task is to recognize names of objects (people, places, events, etc.). Apache’s openNLP library performs all these tasks. My presentation shows uses, capabilities, and limitations of this library.

From a semantic perspective, natural language processing involves the capacity to recognize the meanings of words and also identify synonyms, antonyms, and other relationships for these words. Representation of these relationships forms a semantic network (Quillian 1967), such as the one implemented in Princeton’s WordNet lexical database and accessible via a Java API such as MIT’s Java WordNet Interface (JWI) (http://projects.csail.mit.edu/jwi/). In my presentation I will show the use of JWI for navigating through the WordNet dictionary.

Information Retrieval

Information retrieval (IR) involves “finding material (usually documents) of an unstructured nature (usually text) that satisfies an information need from within large collections (usually stored on computers).” (Manning et al. 2008)

Information retrieval (IR) databases such as Apache’s Lucene can be indexed for search, which is the sort of thing upon which search engines like Google are based. Unlike relational databases, document-based querying involves searches based on phrases, wildcards, proximities and similarities. Because of the huge amount of possible indexing terms, a key element of these engines involve the capacity to reduce the dimensionality to the most important terms for search engine optimization. This is often accomplished through the data mining techniques of classification and clustering. In this presentation I will show the use of the Lucene for information retrieval, document database management, and IR querying.

Sentiment Analysis
Sentiment analysis (SA) involves recognizing emotive and judgmental elements of a body of text in order to establish whether a comment is positive or negative. Another element of sentiment analysis is to establish whether a comment is objective or subjective. Therefore, sentiment analysis tends to cluster text according to two polarities: P-N and S-O (Sharda et al 2014, p236). Another key task in sentiment analysis is to identify the target of the judgment. Who or what are we being positive or negative about? To complicate things further, there may be more than one target being judged, and they may be being judged relative to each other. All these are problems related to sentiment analysis.

There are a variety of web services that provide REST/JSON/XML APIs for sentiment analysis (e.g. http://www.datumbox.com/, http://www.meaningcloud.com/). Some algorithms use lexical dictionaries for determining the P-N and S-O scales, whereas others use machine learning approaches with training documents. And, just as opinions vary between people, opinions may also vary between the results from these different web services. In this presentation I will show the use of these web services in an application, and also compare their responses to various comments from surveys and focus group transcripts.

**Conclusion**

By making use of a variety of free text-analytic APIs, a developer can create customized intelligent applications with the capability to perform NLP, IR, and SA tasks. Applications with these capabilities provide significant value in an environment where the growth of unstructured data is growing exponentially. This presents design challenges and opportunities, and tools are available to experiment and learn. During the presentation I will discuss some projects I am undertaking with this technology.
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ABSTRACT
The purpose of this study is to explore the integrated roles of classroom space, technology, and flipped learning leading to increased student learning outcomes. Both anecdotal and assessment data indicates that the combination of factors—rather than one factor alone, leads to increased student performance.
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INTRODUCTION
Active-learning classrooms and “flipped” classrooms are terms which are sometimes used interchangeably, since faculty teaching in an active-learning classroom tend to “flip” their instructional approach. In this paper we define both terms, describe ways that flipping learning in an active-learning classroom increases student engagement, and provide assessment data.

LITERATURE REVIEW
Active-learning classrooms differ from traditional classrooms primarily in layout. Beicher et al (2007) published some of the seminal work on redesigning a classroom for increased student-student and student-faculty engagement. The SCALE-UP project initially designed to accommodate large-enrollment physics classes (Beicher et al, 2007) at North Carolina State has been replicated and modified at other institutions (e.g., MIT and UM at Rochester) and for other subjects, such as chemistry, biology, mathematics, engineering (Cotner et al, 2013; Gaffney et al, 2008; Muthyala and Wei, 2012). Round tables to encourage restaurant-style engaged discussion are the single most visible difference in active-learning classrooms. Placement of the teaching station in the center of the room is another significant difference—both for the faculty and the students (Petersen and Gorman, 2014). An active-learning classroom encourages a faculty transition from lecturing in one location to interacting around the classroom. Technology, although sometimes not as visible, is also a critical component. Most active-learning classrooms include at least one computer per table (or connections for student laptops), large projector screens at opposite ends of the room, and multiple smaller screens along the walls. Research results from traditional versus active-learning classrooms (Beicher et al, 2007; Cotner et al, 2013) have demonstrated significant increases in conceptual understanding and performance on learning outcomes. Failure rates in physics by women, students of a minority ethnicity, and at-risks students dropped by 20% to 50%, with their success continuing on through later classes (Gaffney et al, 2008). Research results comparing different implementations of active-learning classroom layout indicated no significant differences (Muthyala and Wei, 2013). Active-learning classrooms support active-learning strategies such as problem-based learning and “flipped” learning.

The idea of “flipped” learning is that students complete assignments before coming to class so that class time can be used for engaged interaction with each other and the content. The faculty role transitions from disseminator of knowledge to facilitator of learning: “from sage on the stage to guide on the side” (King, 1993). Moveable furniture supports the engaged interaction encouraged by flipped learning. Students assume a greater responsibility for their own learning; faculty give up some of the classroom control. Learning materials must be revised to support both independent, out-of-class learning as well as
collaborative, in-class activities. Educators must be comfortable with a somewhat noisy and chaotic atmosphere, able to sense when to redirect attention from group to full class and then back to group, and comfortable with technology.

Neither teaching in an active-learning classroom nor flipping the learning guarantees increased student performance (Hamdan et al, 2013). Following is a description of how Information Systems faculty at one Midwest university are teaching in active-learning classrooms using flipped learning to increase student engagement and increase performance on learning outcomes. All three authors meet regularly with other active-learning classroom educators to discuss effective strategies.

**Classroom DESCRIPTION**

The 6-person tables in the active learning classrooms have one flat end butted up against a wall. A flat-screen monitor is mounted on the wall at the end of each table. A wireless mouse and keyboard on each table access a wall-mounted computer. Each table includes a power strip as well as both Ethernet and HDMI connectors. The entire classroom supports wireless networking. Students can view and collaborate on a single file hosted on the built-in computer or on one of their laptops. Alternatively, four students can split the wall-mounted screen into quad view and each display their laptop in one quadrant. A whiteboard with markers is next to each table. In some rooms, two opposite-facing projectors display to large screens at either end of the classroom as well as to each pod (table configuration). The teaching station includes a master control panel to control all the technology in the room, including each pod. Each pod has a control panel to control the different audio and video sources for that pod. The instructor can project the teaching display or a selected pod screen to all pods and the overhead projectors. The teaching station also includes a doc cam with sufficient zoom capability to display to all pods the student work on a whiteboard on the opposite side of the classroom. The teaching computer also includes Smart technology for writing on the adjustable monitor (either in the Smart notebook or in one of the Microsoft applications). Two flat-screen monitors on the teaching station are mounted on adjustable arms that extend beyond the teaching-station surface.

**Instructional Ideas**

Following are some effective approaches to increasing student engagement in an active-learning classroom. The authors will expound upon the ideas and provide best-practice recommendations during the conference presentation.

- Team based problems solving. The instructor poses relevant problems for teams to solve using whatever technologies they choose. The active-learning classrooms allow student to choose the way they express their thoughts and ideas.
- Pre-class homework followed by online quiz. Students review reading material and complete exercises on their own outside of class to grasp core concepts. Prior to class, students take a self-assessment online quiz to gauge their understanding of the material. Time in class is used to extend their online learning.
- Pre-class homework followed by peer comparison. Homework that would normally be assigned after covering the content in class is due in a group locker prior to class. Students in groups of four display their individual work in quad view on the pod screen and then select one person’s work to display and explain. The instructor selects two to three examples to display to the entire class based on a) accuracy or b) typical errors. This activity is also effective using the whiteboard next to each pod. The instructor uses the doc cam to display group work.
- Peer instruction. Groups experiment and discover the various uses and properties of a programming application component being taught. Following a specified time, each group’s pod screen is displayed class-wide and they demonstrate and explain their findings to the class.
- Rotating groups through user-requirements specification, technical-requirements specification, development, and assessment. Each group generates a requirements document from a customer’s perspective. Each group rotates to the next pod, and using the requirements generated by the previous group, adds the “pseudocode” the programmer will need to build the application. Each group once again rotates pods and builds the application to the specifications given by the first two groups. The groups return to their original pods, display the documentation and application to all pod screens, and review/assess the programming application.
- Group, class, group. Students work collaboratively in their groups to solve a problem. Groups tend to vary in ability; therefore, the instructor modifies each activity in real time to increase the challenge for some groups. The instructor
interacts with each group to assess typical errors and provide feedback. The instructor brings the class together for a mini-lecture (with display of student work) and then presents the next challenge exercise.

Assessment of Learning Outcomes
Student engagement and performance on learning outcomes increased in the active-learning classroom when combined with flipped learning. The authors will provide descriptive assessment data.

CONCLUSION and contributions
Active-learning classrooms facilitate student engagement. Flipped learning facilitates independent learning and enables class time to be used for richer, immersive experiences. Faculty can use the above ideas to increase student engagement in their classes.
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Abstract

The frequently noted workplace skills of oral and written communication are essential to the future success of all our information systems students. Thus, the purposes of this presentation are: (1) to describe the oral and written communication skills being developed by information systems students in our program and (2) to describe the processes involved with improving the oral and written communication skills of our information systems students. To ensure consistent oral and written communication skills are being developed, faculty have developed a common rubric for use with students throughout our information systems program. In addition, the process for improving the oral and written communication skills of our information systems students is systematic. Successes and failures as we developed our systematic process for improving our information systems students’ oral and written communication skills will be noted throughout the presentation.
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Brief Description
Scrum is an iterative and incremental framework containing simple roles, events, artifacts and rules founded on empirical process control theory. It has become a widely accepted agile framework that has taken hold in the workplace. For example, Capital One started an initiative in 2013 that called for a move to 80% Scrum, 20% Waterfall. The “8th Annual Survey of Agile Development” (Version One, 2014) found that 73% of respondents used Scrum or a Scrum variant in their organization. As a result, Information Systems recruiters and executives have recently been placing a focus on students with Scrum knowledge. Unfortunately, current System Analysis and Design textbooks provide cursory attention to Scrum. Thus, the purpose of this research is to thoroughly examine the Scrum framework and to determine its value from a pedagogical perspective. Additionally, this research will describe a Scrum exercise that was conducted in the classroom and discuss the lessons learned. Ultimately, we view this research as a starting point for a larger Scrum pedagogical research agenda and look forward to collaborating with other IACIS colleagues who might help to provide further direction.

Research Basis
The basis of this research will be grounded via the experience of Scrum professionals along with a literature review that links employee needs to what Scrum ultimately teaches. For example, Schwaber and Sutherland (2013) define Scrum as, “A framework within which people can address complex adaptive problems while productively and creatively delivering products of the highest possible value.” Thus the attributes of creative problem solving and adaption to change and how Scrum may serve to enhance these important student skillsets will be further explored. Additionally, employers consider collaboration or the ability to work in a team extremely important for graduating IS students. Part of what makes Scrum work is reliance on an empowered, self-organizing team to discover, implement and evolve the best process that works for them to accomplish a shared goal. In essence, The Scrum Team acts as a complex, adaptive system changing from state to state. Thus, enhanced collaborative skillsets are developed in Scrum environments (Pope-Ruark, 2012).

After an initial literature review and analysis are conducted, this research will then describe a Scrum exercise (referred to as Ball Game) that was conducted at our university directed by a leading professional Scrum coach and trainer, Jim York. The exercise focused on adaptive learning and showed how teams can operate as one and learn via iteration. A survey was then administered and the results of this survey will be analyzed to further understand what was learned and how we might improve upon further exercises that seek to convey Scrum principles.

Implications and Conclusions
This research addresses the call of industry to bring Scrum into the classroom. Rather than simply read from a textbook, several professors from James Madison University went out and earned Scrum Master and Scrum Product Owner certificates. Through this pursuit, we developed a relationship with our trainer Jim York and have discovered that teaching Scrum in the classroom should not be viewed as a rote exercise. Rather, it should be viewed as a means for developing important skillsets such as enhanced collaboration, adaptive learning and creative problem solving skills. This research is in the beginning phases and we look forward to collaborating with IASIS colleagues to better develop our future research agenda on Scrum in the classroom. At the end of the day, we certainly wish to develop our student’s knowledge of Scrum, but we believe there is much more to be gained from this pursuit that transcends memorizing a popular methodology.
References
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MOTIVATION

Many business planning problems, such as those which arise in supply chain management and job scheduling, can be solved using mathematical optimization. However, optimization models representing real-life situations tend to be very large, requiring a significant amount of computing power and efficient algorithms.

SAP HANA is an in-memory database that offers very good performance where data access and data processing are concerned. HANA’s ability to outperform conventional databases by orders of magnitude [3] [4] can be attributed to its parallel processing and column-oriented data storage capabilities. In this presentation, we pose the following question: Can HANA’s processing power also be exploited in cases where it is applied to optimization problems?

Since HANA performs best when "everything" occurs inside it, it appears reasonable to make use of the means that are available within HANA, rather than using external optimization packages (such as Cplex). These means include: (a) Genios (Generic integer optimization system), (b) lpSolve, an R based optimization library, (c) programming, i.e. developing one's own solution algorithms.

Genios is a part of the AFL (Application Function Libraries) [7, p. 6], which extend HANA's functionality by predefined functions. These functions can be called from stored procedures defined by the user. They are native to the data engine underlying SAP HANA’s index server, thus offering the best possible performance for data access and data processing [6, p. 14]. Genios provides solvers for continuous and mixed-integer linear programming (MILP).

lpSolve is an optimization library running on an R server. R is a programming language primarily used for statistical computing, and is one of the few languages that are available within HANA. Although the R server is external to HANA, R is internal, thus enabling the direct invocation of lpSolve functions from inside HANA.

Means for programming inside HANA are rather limited. At the time of our study, the only languages providing algorithmic features were SQLScript, R, and JavaScript. None of these languages could be considered appropriate for intensive numerical computations.

OPTIMIZATION ARCHITECTURE AND PERFORMANCE MEASURING APPROACH

As SAP HANA does not provide features for reading common optimization data formats (e.g. MPS), it was necessary to develop tools for importing the data and parsing it to the solvers’ requirements. The parsing procedure transforms the optimization model into a table based schema. This schema is used as input to the various solvers (Genios, lpSolve, custom algorithms). It contains five tables, as can be seen in figure 1 (T means table). The input data is imported by the solver procedure at the moment of its invocation. Next, the optimization problem is solved, and finally, the objective function value and the performance parameters being sent to the output table.

The solvers' performance and the accuracy of the test results were measured with the help of various indicators, including the function runtime (the time taken to calculate the optimal solution only) and the execution time (the length of time from the point of procedure invocation to the procedure's end, including access to the data and the output of the results.)
For the test runs, collections of optimization problems suggested in the literature were used. A set of 80 real-life problems of varying size and complexity were taken from the NetLib library [2]. This library is an Internet-based collection of linear programming examples, that are often used for benchmarking LP solvers. The hardware configurations used for the tests were a HANA server in the cloud with 32 virtual cores (2 GHz) and 1 TB RAM, and an R server with 4 virtual cores (2 GHz), 16 GB RAM.

**TEST RESULTS**

Tests for continuous linear programming problems were run with the intention of comparing the performance of the Genios and lpSolve solvers. (Another set of test runs, for mixed-integer programming, has been reported in [1].)

Execution times for Genios are significantly shorter than those registered for lpSolve (on the R server). The most likely explanation is that Genious is tightly integrated with the database [5, p. 14] and is thus able to access the problem data very quickly. On the other hand, in order to solve a problem on the R server, the problem data must first be sent via a network to this server.

Regarding function runtimes, the dominance of Genios is not as clear. Genios still outperformed lpSolve, but only in 61 test cases. In 19 cases, lpSolve was faster, despite the additional time required to initially load the data. Figure 2 offers a summary of some of the results.

**SUMMARY AND OUTLOOK**

The test runs demonstrated that Genios offers significantly better performance than the R based lpSolve package, with the performance gap explained by the differences in data transfer between the database and the solver. In the case of Genios, tight integration with the index server results in very fast data access.

The main limitation of our study is the shared infrastructure in the cloud the calculations were performed on. Hence, performance results may be biased by differing numbers of resources allocated to a particular test run. In further research, we plan to exclude this bias by using a dedicated infrastructure, and also compare the performance of solvers from external optimization packages (such as Cplex, Gurobi or Lingo) with the performance of Genios and lpSolve.
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AN EXPERIMENTAL COMPARISON BETWEEN DISCRETE WAVELET TRANSFORMS WITH THE 1-NN CLASSIFIER
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PROPOSAL

Studies have shown that non-parametric machine-learning algorithms can be applied with success on preprocessed datasets that are time or event oriented. In the preprocessing step a filtering algorithm such as a discrete wavelet transform can iteratively be applied to reduce the dimensionality of the data. Various resolution levels are available depending upon the number of iterations. Machine learning algorithms can then be used to perform their learning task with the reduced file. In this research, we investigate the performance of the 1-Nearest-Neighbor (1-NN) classifier on datasets that have been preprocessed using two unique discrete wavelet transform algorithms.

Keywords: Data Mining, Dimensionality Reduction, Preprocessing

BASIS OF STUDY

The discussion of this study has significant relevance to data mining and data warehousing. Preprocessing of data in order to reduce storage, memory, and processing requirements is a serious consideration in any database implementation.

RESEARCH METHODOLOGY

To determine the viability of our method across a wide variety of problem domains we will use time series datasets from UCR’s Time Series Classification repository [6]. We intend to implement both the Haar and Daubechies 4 discrete wavelet transforms [2,7] via lifting [3] in Java. Where necessary, boundary conditions will be handled via periodization. Coefficients will be extracted after the third iteration. These extracted coefficients will be used as the basis for our dimensionally reduced series. We will use the original and extended (mirrored) series as controls when examining classification accuracy [5] via Weka’s 1-NN classifier [4].

Our research hypotheses to be tested are as follows:

H₁: There is no significant difference in the classification accuracy of a 1-NN classifier when applied to a Haar-reduced dataset versus a non-reduced dataset when both datasets are mirrored.

H₂: There is no significant difference in the classification accuracy of a 1-NN classifier when applied to a Daubechies-reduced dataset versus a non-reduced dataset when both datasets are mirrored.

To test our hypothesis, we will perform both a one-way ANOVA and Kruskal-Wallis Rank Sum comparing the mean 1-NN testing accuracy of the original, extended, Haar-reduced, and Daubechies-reduced series.

IMPLICATIONS

Assuming there is no significant difference in classification accuracy, i.e. H₁ or H₂ holds, the wavelet transform coefficients may be used as indexes into sequenced datasets that exist in relational databases, data marts, or data warehouses. A 1-NN classifier may then be employed to perform a classification search using these indexes.
CONCLUSIONS

A reduction in the dimensionality provides immediate resource relief and support for database query processing. Suggestions for future research include an investigation of the limitations of resolution levels, the impacts of varying values of $k$ in a $k$-NN classifier, and the application of alternative classification algorithms such as decision tree based classifiers.
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ONLINE DEGREE PROGRAMS – HOW COLLEGES OF BUSINESS EXTEND “COMMUNITY LEARNING” BEYOND THE INDIVIDUAL COURSE
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INTRODUCTION AND PROBLEM STATEMENT
The authors’ mid-sized, public university in the south is a fairly recent entrant into the totally online bachelor’s degree program structure, and a fully online business degree has only been implemented within the last 12 months. Although extensive research was conducted to help determine structure and operational procedures for the school’s online programs in general, there are lessons still to be learned in administering programs effectively and efficiently. In fact, the successful start of the program and the rapid increase in the number of students in some programs has caused the university to reevaluate whether the initial structure and operational procedures can withstand the growth. The authors’ college recently restructured departments, assigning the Department of Business Administration and Computer Information Systems the responsibility of online students and course schedules, and a CIS faculty to function as the academic advisor for all students in the online business program. While the university currently offers eight fully online bachelor’s degrees, the online business degree accounts for almost a third of the of the school’s online enrollment. The concern is that the university has not yet identified the most effective means to convey information to students regarding issues such as advising, registration, and other activities expected of students beyond individual course work. While answers to many student questions about such issues are often handled informally by other students in a face-to-face class environment, this advantage is not automatic in an online class. Although course management system tools such as discussion boards are commonly used for course-specific content-based community learning, they do not adequately handle such aspects as those listed above. Since online business degree programs are growing rapidly nationwide, best practices need to be identified for those schools struggling to serve their online students effectively.

BASIS OF THE STUDY
The National Center for Education Statistics reports more bachelor’s degrees have been awarded in business than in any other discipline in recent years [9]. As online education continues to expand, business programs will continue to grow in the number of students enrolled. Despite the growth in numbers of students and in the number of institutions offering online business degrees, issues remain concerning effective advising strategies that can promote student retention and successful communication with online students [3, 6]. A small selection from the wealth of literature related to building online collaboration and learning communities reveals that challenges remain when it comes to engaging students in sharing through channels such as discussion boards, forums, or other social networking tools instructors might require for a course [1, 2, 4, 5, 7]. A review of literature related to online learning communities also shows a focus on increasing meaning and understanding of content or topics within individual courses; little—if anything—is found regarding utilization of community learning for “outside the classroom” information students need to progress to graduation.

The researchers are developing a spreadsheet containing numerous comparison factors for online bachelor’s degree programs, including categorizing information available on other schools’ online degree program websites, as well as other communication channels beyond their websites to determine best practices in developing community learning for overall degree progress. Over the summer, the researchers will gather information from those schools ranked in the top group of online schools by thebestschools.org [8]. The researchers will also investigate online business programs of those schools around the country identified internally as “peer” schools. While this current study will not address academic excellence or return on investment of the schools reviewed, the authors perceive that some best practices concerning conveyance of information normally considered community learning about pursuing a degree can be identified from the research. Wherever
possible, the researchers will drill down from the general online degree webpages of each institution to additional information provided by colleges of business and identify what channels are used to disseminate that information.

**IMPLICATIONS AND CONCLUSIONS**

As online programs continue to grow in colleges of business, schools will choose different approaches to administering and advising online students. In an era of shrinking state budgets to support higher education, the number of faculty available to help with this important task is often shrinking as well, especially since faculty are being asked to do more than ever before in many cases; therefore, it is important that faculty administering online programs be able to work smarter. Initial investigation of the websites of online business programs suggests some of the best practices in design and layout of online program websites, questions to be addressed in “Q and A” sections, and different social media to use for different types of information.

**REFERENCES**
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INTRODUCTION
Video in the classroom has been around almost as long as video has been around. If you did not experience filmstrip projectors and 16 millimeter film projectors in your classroom, you surely know someone who did. As early as 1918 some 8,000 “magic lantern” filmstrip projects were used in Chicago public schools (Dunn, 2011). In 1925, Thomas Edison who had just invented the motion picture projector stated, “…books will soon be obsolete. Scholars will soon be instructed through the eye” (Dunn, 2011, p. 6). Video in the online classroom has a much shorter history and thus needs further study as to its effectiveness, especially as compared to textual readings. This study purports to do just that.

VIDEO ONLINE
If experience counts towards expertise, then Salman Khan is an expert at video in the online environment. In a 2011 TED talk, he mentions an interaction with some cousins he was helping via long-distance tutoring. To supplement his conversations he made and posted some videos on YouTube. Surprisingly, his cousins preferred his videos over his direct tutoring. Upon reflection, Khan realized this made perfect sense. With the videos his cousins could review, pause, repeat and generally work at their own pace. He was not there to say, “do you get it?” The pressure was significantly reduced (Khan, 2011).

This led to the idea of the flipped classroom where students studied concepts and new material, via video, on their own. Then, when students came to class, whether it is a brick and mortar classroom or online, they practiced or discussed the material they learned at home (Khan, 2011). This is reinforced by Harven (2015) who states, “Having students watch videos at home to become familiar with the content and work out some of their own questions by being able to rewind, re-watch, or pause to take notes or look up questions is a great way to introduce a lesson” (p. 1).

Kaltura (2014) published a State of Video in Education report which concluded, among other findings, that 90% of respondents felt that video improved the learning experience and the almost 50% of respondents experienced flipped classrooms. In addition to supporting these points, Barbier and Cevenini (2012), add the advantage of cost-savings to the use of video in the classroom. Specifically they point out that “…replacing the (printed) content with video, reduces the cost of printed textbooks and enables immediate updates to content. While we are not sure that replacing readings with video can “enable immediate updates”, we do concur that the costs associated with printed materials could be lowered” (p. 4).

Finally, Guo and Kim (2014) discovered that shorter videos work better than longer videos when used online. In addition, videos with a “talking head” and graphics were more engaging than just graphics alone. They also found that, for online students, tutorial-type videos are more engaging than lecture-type videos.

THIS STUDY
One university has recently, in 2014, introduced a five course Multiplatform Software Development specialization where students are able to study one or more of three programming language tracks taught simultaneously in each course. The language tracks are C#, Java, and Web Development languages (JavaScript, PHP, HTML and CSS). While only required to study one of the three language tracks, the ambitious student can study two, or even all three, of the language tracks. To assist the instructor in this course, most of the courses use multiple short tutorial style videos. The first course alone has fifty-nine short internally produced videos that directly support the coursework. Additionally, the course uses five texts, one for each language track and additional supporting texts.
The question becomes, how effective are the videos in relation to the readings in helping learn the concepts covered in the courses within this program? The methodology used in this study is a combination of an online survey and one-on-one interviews with students who have taken any of the courses within this specialization. Sixty-five students have been identified, so far, for participation in the study. Of this number, fourteen have, at this time, consented to participate. The remaining potential participants continue to be encouraged to participate. At the time this abstract was submitted, ten of the fourteen consenting participants have taken the on-line survey. Seven of these ten have agreed to one-on-one interviews. Five of the seven have already completed the one-on-one interviews. Each term we invited the new students in these courses to participate in this ongoing study. While the amount of current data is insufficient for conclusions, based on the current data, 86% of respondents believe that videos are more effective than readings for learning. Additionally, 86% believe that “how to” videos are the type of video they find most effective. We look forward to continuing our research and reporting the results.
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ABSTRACT

The U.S. national health care expenditure including Medicare and Medicaid has been growing enormously, and the growing rate is faster than the average annual growth rate for GDP. The high national health care expenditure can be a threat to the fiscal imbalance of our nation and can be a roadblock in allocating resources to funding education, building infrastructure, and enhancing national security. Improving hospital efficiency is of vital importance to slow down the rapid increase in national health care expenditure.

This paper employs a nonparametric approach to measure the efficiency of each hospital called Decision Making Unit (DMU). Five factors including number of doctors, number of nurses, number of beds, number of inpatients, and number of outpatients of 320 hospitals in Texas are collected.

Using a Data Envelopment Analysis model and publicly available data, the performance of hospitals is evaluated. The efficiency levels of the hospitals are compared and analyzed by considering the five types of variables describing main characteristics of hospitals. Then, the artificial neural networks using a back propagation model are utilized to predict each hospital’s efficiency score based on the results of the data envelopment analysis model.

The result of this study gives administrators not only an insight on their current efficiency rate and the ranking among the hospitals participated but also a way of changing their inefficiencies.

Keywords: Hospital Efficiency, Data Envelopment Analysis, Artificial Neural Networks, Backpropagation
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The role of visualization became increasingly important in the era of big data and business analytics. In this paper, we study the decision makers’ behavior based on the different representation of graphs: 2D vs. pseudo 3D. The latter graphs are those that have only two axis (therefore, 2D in nature), but with 3D effects for decoration; therefore, the third axis in the graphs represents nothing. Such pseudo 3D charts have been criticized for not carrying more information than their 2D counterparts, tend to make readers confused, and therefore should not be used (e.g., Tufte, 1983). Even though such a claim is accepted without much protest, there is a dearth of experimental research that studies the potential detrimental effect of pseudo 3D charts on decision makers. This paper aims to correct such a deficiency in the literature. Particularly, we are interested in whether or not decision makers use different decision strategies. When tasks are more complex, decision makers may change decision strategies to reduce cognitive effort (Vessey, 1994). In such a case, a decision maker may rely on simpler decision strategies, such as heuristics. Since 3D graphs may put unnecessary cognitive burden to readers, our research question is “Will presenting complex pseudo 3D, instead of 2D, graphs result in the use of different decision strategies?”

The data will be collected through an experiment, in which participants will perform a decision making task based on graphs and/or a table using computers. Each participant will go through multiple iterations of the same task with different data in each time. Partly based on the theory of cognitive fit (Vessey, 1991), we manipulate two independent variables: the order of external representation of the problem and task complexity. External representation is either 2D or pseudo 3D graphs of the same data, which are generated by using Microsoft Excel with default settings. The task will have different levels of complexity: simple and complex.

The experiment is time-limited. That is, participants are told to finish the task within a certain amount of time. The total time taken to finish the tasks and their overall accuracy determines their performance. Top performers are offered monetary incentives. That is, answering as quickly as possible and as accurately as possible is rewarding in the experiment. Therefore, time spent on each question and the correctness are the main variables of interest.

When the time is pressing, decision makers may use the one-reason heuristics, which may be observed in the control group. However, if decision makers feel that the first piece of information they have is inadequate, they may obtain another piece of information to corroborate the findings of the first piece. The experiment results can answer to the following questions among others: Which piece of information do they prefer for the task? Do they use the simple heuristics, particularly one-reason heuristics? Can a pseudo 3D graph alone make participants confident enough to make a decision?

An important implication is whether or not the use of pseudo 3D graphs is justified. The use of pseudo 3D graphs are used in many places: advertisement, reports, presentation, Web, etc. If pseudo 3D graphs are inferior to their 2D counterparts, they should not be used or at least not encouraged. On the other hand, pseudo 3D graphs may create different perception about the decision problem compared to 2D counterparts. Therefore, the study may find the potentially good use of pseudo 3D graphs.
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Basis of the Study

As recently as five years ago, mobile app development was viewed by many as an exotic frill in the information systems curriculum, all the moreso as the IS 2010 Model Curriculum relegated all programming to elective status (Topi, et al., 2010). In this paper we propose that mobile app management from initial inception through post-implementation maintenance must become not only a mainstream component in the IS curriculum but be recognized as a major influence on most other components of the IS curriculum as well.

Study Description

We begin this paper with a brief review of the history of mobile phones from the first cellular telephones to proprietary feature phones and then on to today’s programmable smart phones (e.g. Clark, 2012). In this review we aim to show how the first highly proprietary, rudimentary app development tools evolved into today’s widely available, sophisticated environments.

Next we discuss current characteristics and issues in mobile app development, emphasizing emergent challenges in app design, development tools and methods, and post-implementation app management (Bergvall-Kåreborn & Howcroft, 2014) (Furner, Racherla, & Babb, 2015) (Khalid, Zahra, & Khan, 2014). We also overview the growth of the mobile app market and user base (Meyers, 2011).

Curriculum Implications

The heart of our paper is a discussion of IS curriculum implications for these challenges. We base our discussion on the IS 2010 Model Curriculum (Topi, et al., 2010), showing our view of how mobile app development trends must shape the body of knowledge in the IS field (Iacob, Harrison, & Faily, 2014). Specifically, we suggest changes in the content of each IS 2010 core course and several of the model curriculum’s elective courses (Khalid, Zahra, & Khan, 2014) (Humayoun, Hess, & Ebert, 2014) (Zhang, Tsang, Cheow, Ho, & Ho, 2014), and many similar sources.

Conclusions

We conclude with a summary of the changing nature of the IS profession brought on by the rise of smart phone apps and changes to the IS curriculum we believe are therefore necessary. We suggest possible future directions for ongoing evolution of the IS curriculum based on likely further developments in smart phone apps.
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INTRODUCTION
This research focuses on whether perceived risk, perceived information value and cyber-security self-efficacy could have significant effects on a person’s intentions to share private information online. Online users sometimes would willingly share their information with various questionable online websites, and this could lead to disastrous consequences such as identity loss or even financial disasters. This research focuses on examine why people would be so willing to share their personal information online, and provide possible solutions to assist an online user to better protect himself/herself. This study is important topic to IACIS conference participants since this study could advance current understanding about IS research on online privacy issues. Additionally, This study is also closely related to discussion topics of this IACIS international conference such as privacy of information, social networking and e-commerce.

THE STUDY
Perceived risk is defined as the degree to which a person believes that online information sharing could lead to negative outcomes (Featherman and Wells, 2010). Perceived information value is defined as how much value a person would assess on his/her own private information. Cyber-security self-efficacy is defined as the degree to which a person believes in his/her own capabilities to safeguard his/her own private information (Agarwal et al 2000). This research focuses on propose that many online users may have difficulty to evaluate risks associated with online activities, the value of their own personal information and their cyber-security self-efficacy. Many users simply don’t believe there are risks in sharing information online, and may have misconceptions about the value of their personal information. They also may not believe their own capabilities to manage complex passwords to protect their online information. This would lead many online users to rely on websites or vendors to protect their privacy. The effect of perceived risk, perceived information value and cyber-security self-efficacy on intentions would be examined in a nomological network. The convergent and discriminant validities for these constructs will also be examined.

Data would be collected from through questionnaires and interviews. Quantitative data will be summarized and analyzed through structural equation modeling techniques. The instruments for designated constructs will be validated through a nomological network approach. Interview data can reveal additional insights and would provide a context for the study. Contributions and limitations of the research will also be presented.

IMPLICATIONS
This study expands the research of theory of risk to shed new lights on the role of perceived risk, perceived information value, cyber-security self-efficacy on a person’s intentions to share private information online. This study is important to IT professionals since the results of this study could help them understand how to alleviate people’s risk beliefs and enhance their self-efficacy at the same time. This will help users to better protect their privacy and in turn improve overall business practices.
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ABSTRACT

E-learning is becoming increasingly popular in higher education institutions. Allen and Seaman [1] reported that at least 7.1 million post-secondary students in the USA are taking at least one online course. As e-learning popularity intensifies and becomes a natural part of educating in higher education institutions, the ensuring of "learning" by "creating new knowledge" in e-learning becomes an imperative element.

The literature supports the notion that “learning” in e-learning is achieved through "active learning" [2, 3, 4]. In active learning, learning focuses on construction of new knowledge. There are a number of elements that play a crucial role in achieving knowledge construction through active learning. These elements are normally included in the design of online course activities, assignments, and/or projects to ensure the success of “learning” in e-learning environments.

The purpose of this study is to 1) gather information on learners’ views about the inclusion of active learning elements in online courses and to what extent they are encouraged in the online course activities, assignments, and/or projects; and 2) assess learners’ perceived views about the importance of inclusion of these active learning elements in their online course activities, assignments, and/or projects.

A survey on knowledge construction through active learning in e-learning was developed and administered to students who were taking online courses in a small-sized higher education institution in the Midwestern region of the USA. Students were males and females enrolled in undergraduate and graduate online courses.

The analyses of data are expected to show 1) the learners’ views about knowledge construction through active learning and to what extent active learning is encouraged in online courses; and 2) learners’ perceived importance of active learning for knowledge construction in e-learning. In addition, two selected independent variables (gender and college status) are examined to see if there are differences between these independent variables and the dependent variable of active learning in e-learning. Study limitations, implications, and recommendations for future research will be discussed.

Keywords: active learning, knowledge construction, e-learning, online course design
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ABSTRACT
Data-Based Wisdom can be described as the use of technology, leadership, and culture to create, transfer, and preserve the organizational knowledge embedded in its data, with a view to achieving the organizational vision. Technology, leadership, and culture are essential within the big data era [1, 2, 3, and 4]. With time, technology, leadership, and culture have transformed into more than tangible items that include social leadership concepts and learned behavioral patterns. These ideas have evolved along with the technological advances infused into society as we know it today. Therefore, the value and emphasis to develop and maintain intricate and efficient knowledge management databases suitable to create, transfer, and preserve organizational knowledge embedded in its data, has never been more vital.

The purpose of this study is to research the different uses of Data-Based Wisdom and their purpose. The primary focus is on the use of technology, leadership, and culture to create, transfer, and preserves organizational knowledge embedded in data.

Literature shows that technology plays a part in setting the framework where big data lies; technology not only sets the framework for big data, but it also allows for the creation, transfer and preservation of such data due to its purpose within society [1, 3, and 4]. While there are many Leadership styles, the style used within an organization when dealing with big data is determined by the leader and what kind of environmental factors he/she is dealing with, such as high risk, high stress, or Community of Practice [1]. When considering cultural impact within the big data era, it would be helpful to consider if culture impacts the changes on how big data is used and viewed by the culture of today’s generation, relative to the culture of past generations. The importance will continue to grow as changes in technology, leadership concepts, and culture continue to inundate [2 and 3].

Throughout time, collectively we have advanced our use of technology, and changed the way we lead. These advances have unintentionally changed today’s culture. For culture is based on how individuals within our society approached facets of life within the scope of understanding they have gained. Advances in technology has created the need to make life easier and more efficient, changes from a more dictatorship leadership style to a more democratic leadership style has allowed the inclusion of different opinions and expertise within an organization’s CoP in regards to big data. This leads to a transition from a more conservative culture to being susceptible to change and has created a culture of new trends and ideas when using technology that allows for the creation and retrieval of data. One cannot conclude that the changes within those facets of life are detrimental to generations to come; for we are living within the scope of our understanding. What we do understand today is that with time, comes change and more data. The emergence, expansion, and widespread use of innovative products and services at decreasing marginal costs have revolutionized global economies and societal structures, facilitating [leadership] access to technology and knowledge [technology], and fomenting social change [culture].

Keywords: technology, leadership, culture, big data
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ABSTRACT
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Knowledge management as a field consists of multiple perspectives or views on its nature, its applications, its theoretical grounds, and its empirical approaches to knowledge as a tool for business innovation. This paper is about one of those perspectives which began life as a discussion about the discovery of new knowledge; this perspective is the intellectual work of the scientist-philosopher Michael Polanyi. According to Ma and Yu [10], Polanyi is one of the most cited authors in KM, ever since his idea of “tacit knowing” was introduced to the business world around 1982 [18]. Nonaka (also on the list of most cited authors) and his collaborators [4, 5, 6, 7, 8, 9] while discussing tacit knowledge, have developed a model of creating and using knowledge a a corporate tool for innovation. Davenport (also on the list) and his collaborator [1, 2] have developed a theory of knowledge use and sharing, the knowledge marketplace, for the corporation as a learning organization.

The problem for this discussion is to determine those aspects constituting Polanyi’s [11, 12, 13, 14, 15, 16, 17] tacit dimension in order to facilitate further research into the use of knowledge within the business world. Consequently, the essay will look at the nature of the tacit dimension as it integrates his notions of tacit knowing and tacit knowledge. It will consider Polanyi’s tacit relation of From – To, subsidiary and focal awareness, indwelling, the roles of language and culture, and his seminal idea of conviviality as a necessary ground for the discovery of new knowledge within problem-solving inquiries. The essay concludes with the development of a model that places the search for new knowledge at the heart of business innovation. It is this reach of Polanyi’s theory of tacit knowledge that makes this a significant paradigm, according to Kuhn [3], in the understanding and interpretation of the particulars of knowledge management.
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A WEBSITE AUDIT AS A SERVICE LEARNING PROJECT
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INTRODUCTION

Academic institutions are seeking to integrate service learning courses within their curriculum. Service learning provides a way for students to merge conceptual theories with real-world experiences. Emphasizing community engagement can also enhance the student experience and create a culture of service on campus [2]. Service learning is a "course-based, credit-bearing educational experience in which students (a) participate in an organized service activity that meets identified community needs and (b) reflect on the service activity in such a way as to gain further understanding of course content, a broader appreciation of the discipline, and an enhanced sense of civic responsibility" [1, p.112]. This differs from most extra-curricular service in that there is a formal structure, assessment of student outcomes, and evaluation of student performance.

SERVICE LEARNING

Most non-profit organizations that partner with small private liberal arts universities are small organizations with a local focus. These organizations often have limited financial and human resources [8]. This provides a unique opportunity for students from various disciplines to put theory to practice. A low-risk, but high impact strategy for technology-related courses is to have students conduct a website audit for the service-based partner.

WEBSITE AUDIT

A website audit includes website usability and visibility [4]. There are numerous website usability studies such as the System Usability Scale [11], Questionnaire for User Interface Satisfaction [6], and the Computer System Usability Questionnaire [10] that have been utilized to analyze website effectiveness. Among the various tools, there are common questions among the surveys such as ease of use, visual appeal, accessibility, intuitive design, organization of information, and the accuracy of information.

Additionally, Website content analyses have previously been applied in research studies relating to e-business [5; 7; 9]. Websites have become a strong democratizing tool for non-profit organizations. With numerous low or no-cost web site providers and annual web hosting vendors continually competing on pennies, the cost of implementing a brand new website is no longer a barrier for organizations with limited financial resources [3]. An active and appealing website becomes even more important when trying to recruit the college-aged students to become involved with non-profit service-based organizations that deal with community engagement.

IMPLICATIONS FOR FUTURE RESEARCH

There are still many non-profits that need to focus their efforts on improving their websites. Part of the problem is a lack of awareness of what tools are readily available to create free or low-cost websites. Another challenge is not knowing what constitutes a good and effective website. A website audit can be used as a didactic tool to teach both the service learning client as well as the students what components an effective website should have.

There is also the resource limitations of managing, maintaining, and updating the website. Many non-profit organizations rely on external consultants for IT support and fear their IT budget would be wasted on tasks that should be managed by entry-
level or internship positions. This gap provides a unique opportunity for the IS faculty, IS students, and service partners to work together. These service learning courses should include website audits.
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Getting Started with Enterprise Architecture Research:

A Venue to connect with Industry and Government
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Enterprise Architecture was added to model curriculum for information systems programs beginning in 2010. There are no quality peer-reviewed publications that specifically support teaching Enterprise Architecture (EA) and virtually no teaching cases.

The Enterprise Architecture Body of Knowledge (EABOK) is an open access, double blind, peer-reviewed online body of knowledge designed to evolve with the relatively young field of EA. The EABOK is a partnership between with government, industry and academia on practical research to provide a mechanism and resources to support teaching EA. It provides a mechanism to connect academics with industry and government partners to advance the field.

The purpose of the presentation will be to describe the EABOK’s plan to create a resource for enterprise architecture teaching and research, and to inform faculty of ways in which they can be involved in expanding this body of knowledge. We intend to provide an overview of the EABOK, a discussion of the EABOK as a repository for practical research, including case studies, our plan for registering the EABOK as a peer reviewed open access publication that will generate a additional opportunities for publishing research . We will also discuss ways in which it can be used to link to potential research partners. Finally we will discuss options for the academic community to get involved by participating in the editorial review board and by participating in conferences and workshops.
Selecting Contents for a new Virtualization Course in Information Technology (IT) Track

Azad Ali, Indiana University of Pennsylvania, azad.ali@iup.edu

ABSTRACT

The purpose of this paper is to research for contents in a new developed course in computer technology virtualization for a proposed Information Technology (IT) track. Information Technology programs face changes in their curriculum programs probably more than any other program. Some IT programs may follow traditional steps and develop new courses that are common to IT courses (like a course in programming, database, systems analysis or other similar). However, a course in computer virtualization is atypical to other IT courses. Thus selecting contents for a course like this creates unique challenges that need to be addressed differently.

This paper conducts research and reviews literature on computer virtualization. The goal of this study is to select contents for inclusion in a new course syllabus in virtualization. Our department has decided to introduce a new course in computer virtualization into our curriculum. We intend to include the course contents that we find from our research in this study in our new course syllabus so we present it as we move forward for additional approvals to add the course to our program.
Big Data & Students: Let’s Find the Needle in the Haystack

Kristi Berg, Minot State University, kristi.berg@minotstateu.edu
Carla Cabarle, Minot State University, carla.cabarle@minotstateu.edu

Obtaining useful information from big data can be challenging. It is much easier to get the needle into the haystack than out, the same can be said with big data. Data, much like a needle in a haystack, is useless unless it can be transformed into information that can be analyzed and interpreted, then converted into useful knowledge. Students are in the midst of this data explosion. In our classrooms they are preparing for the world of work, but are they really ready for the complexities of big data as it relates to a spike in aspirin sales and do they really understand how Uber is taking taxi cabs off the road with big data?

What is the role of higher education in the big data realm? Not enough based upon the literature. While many degree programs expose students to pre-big data logic, most do not take it to a place of applied research on big data analytics. What’s the solution, how do or should we equip our students for the world of big data?

The panelists will address this very issue relating to their respective business disciplines. The session will begin with a review of big data headlines from the past six years followed by a discussion on teaching strategies used to equip students with big data analysis skills and techniques to prepare them for careers in accounting, information systems and other business disciplines.
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PERSONAL TIME MANAGEMENT IN THE DIGITAL WORKPLACE: STEALING COMPANY TIME
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Frederick G. Kohun, Robert Morris University, kohun@rmu.edu
Jennifer Breese-Vitelli, Middle GA State University, jennifer.breese-vitelli@mga.edu

Abstract

The implementation of corporate codes of conduct, ethics/compliance programs, training, webcams, ID card-readers, biotechnologies, random spot checks of employees’ personal items, and felonious pursuit of criminal theft in the workplace have successfully resulted in a decline of white- and blue-collar larceny in recent years. But what about the misappropriation of an employer’s time? This panel discussion focuses on the exploration of de Certeau’s (1984) metaphoric construct of “la perruque” (French term meaning “wig”), a diversionary practice of using an employer’s resources for personal use. De Certeau theorized that a worker’s nonproductive time is often disguised as work for the employer and clearly differentiated “la perruque” from the unlawful taking of things or absenteeism since the worker is officially on the job. Organizational time management studies of manufacturing or labor-based environments resulted in affirmative findings that employees spend a certain amount of daily time on what is commonly referred to as personal business. However, the purpose of this panel is to apply the construct of “la perruque” to a knowledge-based 21st century Information Age American workplace where the use of mobile technology devices is mandated and prolific.

Unique to this discussion is the examination of invisible organizational remedies to workplace injustices known as the Robin Hood effect (Nadisic, 2008).

Key Words: La Perruque, Robin Hood effect, invisible workplace injustice, pilfering time, organizational culture, mobile technology devices

Discussion

This panel discussion focuses on two questions: 1). How is non-productive time spent in the 21st century digital workplace? - and - 2). Why do generally honest employees disguise personal business as productive work time? To address these questions, we will illustrate the social-cultural construct of “la perruque” by applying it to an American white-collar digital environment. Then we will introduce and explore the following five outcomes of workplace injustices that manifest in the diversionary tactic of using an employer’s resources for personal use.

• Loss of trust. Workplace cultural changes are signifying disintegrating relationships of mutual trust between employees and employers (Anteby, 2008) fostered by organizational digital environments that mandate and demand its employees to be “always on” 24/7/365.

• Erosion of power and risk. The organizational erosion of power distance and uncertainty avoidance (Hofstede, Hofstede, & Minkov, 2010) are exacerbated by American workers’ reliance upon and obsession with mobile digital technology; and the acceptable measures of risk that workers are willing to take while on the job.

• Decline of monochronic behavior. Linear monochronic behavior generally attributed to Americans (Hall, 1990) has manifested into commonly accepted multi-tasking practices of polychronic behavior, as employees covertly and overtly implement personal and business mobile devices in the workplace.

• Robin Hood effect. The real-time demands of corporate life mandating that employees be technologically tethered and always available to employers have resulted in a type of negative reciprocity (retaliatory) known as the Robin Hood effect (Nadisic, 2008). This phenomenon convinces employees that it is acceptable to utilize a few work hours each day for personal business because their respective employers believe it is equally acceptable to take back earned hours of vacation, sick, holiday, evening, and weekend time from the white-collar worker to perform on-call anytime.
Invisible organizational remedies to workplace injustices. When employees steal company time for personal business as compensation for lost personal time pilfered by the employer, employers turn a blind eye because every level and layer of management is doing the same thing (i.e. pervasive use of mobile tech devices). Alternatively, managers may allocate an invisible wage system of compensatory time (off-the-books while in the workplace) in lieu of formal compensation or benefits (Nadisic, 2008).

Our panel will synthesize these various perspectives to present how American employees manage their personal time during the workday to justify their non-work-related activities as essential and appropriate. We will argue that American workers’ reliance upon and obsession with the implementation of 21st century mobile digital technology clearly plays a role in the manifestation of “la perruque” in the white-collar workplace and that these factors influence and convince many American employees that “la perruque” is an acceptable practice. We will then open the floor to audience discussion and opinions; and solicit areas of interest to provoke further study.
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Introduction

Several universities offer Master’s degrees or certificates in Analytics and or Data Mining. A few examples are Stanford University, Northwestern University, and University of California San Diego. Arizona State University is offering a BS in Business Data Analytics. This seems to be echoed in national trends. For example, The McKinsey Global Institute published a report in 2011 predicting there will be a shortage of talent necessary for organizations to take advantage of big data. They estimate that by 2018, the United States could face a shortage of up to 200,000 people with deep analytical skills. They also predict that there would be a critical shortage of managers possessing the know-how to use the analysis of big data to make effective decisions.

Some universities have addressed this need by developing specialized master level programs. For smaller universities it might be more realistic to develop an intersection of expertise between data analytics, information systems, and specific domain expertise that produces a curricular design that is heavily influenced by input from industry and local employment market. Two such attempts will be discussed in this presentation, an Accounting and Data Analytics major that was implemented in 2014 at St. Mary’s University and a revised Management Major with a Career Track in Business Analytics will begin fall 2015 at Elon University. Faculty members from these two universities will share what their universities are doing in the area of big data and data analytics. The presentation will describe how their own universities addressed the “big data” major at the undergraduate level. The presentation will include descriptions of their data analytics programs, describe the rationale for creating the new majors, discuss the data analytics courses in the degree plans, discuss the faculty training that occurred, and the initial student interest they have experienced with the new degrees.

BBA in Accounting and Data Analytics – St. Mary’s University

The Accounting and Data Analytics major at St. Mary’s University offers a distinct degree path for students to complete an undergraduate degree that will satisfy requirements to sit for the CPA examination and provide them with an extremely marketable degree. The state of Texas requires that they have completed a bachelor’s degree and have a total of 150 hours, including 30 hours of upper division accounting courses. In addition to a traditional accounting curriculum the new degree provides course work in information systems, data analytics, data modeling, enterprise resource planning, and IT auditing. The new degree has the additional advantage of allowing many students to maintain access to financial aid, which would be generally reduced if they graduated and enrolled in a masters program to complete the 150-hour requirement. The need for the new degree was validated through enrollment management and marketed within the local community as a differentiator to attract both high school and transfer students.

The courses required to support the new majors were a joint effort between the Greehey School of Business (GSB) and the School of Science Engineering and Technology (SET). The students would take programming, systems design, and database classes taught by SET faculty. The GSB would be responsible for developing a data mining class, an enterprise resource planning class, a financial modeling class, and an IT auditing class. One additional new faculty member was recruited with expertise in data mining. Partnerships were established with SAS and SAP and existing faculty were trained at their facilities/programs using faculty development funding. ACL software is used in the IT auditing class. Some of the developed courses are also used to support other business majors, finance and management. The information systems major, which
suffered from continued declining enrollment, was phased out and faculty resources retrained and repurposed to support the new Accounting and Data Analytics major. By the end of the first year the program has attracted over 20 majors.

**BS in Business Administration with a major in Management – Business Analytics Career Track – Elon University**

The newly revised Management Major at Elon offers three specialized Career Tracks in Business Analytics, Human Resource Management, and Project Management. The rationale for requiring students to select one of these tracks is to better prepare students for internships, targeted job opportunities, and career development. The new track in Business Analytics provides students with a strong foundation in data analytics by bringing together a diverse body of knowledge from consumer behavior, applied statistics, computer information systems, visualization, risk management, supply chain management, and decision theory. Students completing this track will gain greater understanding of how organizations depend on enterprise systems and business analytics to run effectively and efficiently, how business analytics and data mining is driving real-time decision making in most organizations and enabling new levels of competitiveness, and how organizations are using business analytics applications.

Students majoring in management take courses in a common core representing the functional business disciplines. The core curriculum offers 56 hours in fundamental areas of business (accounting, economics, finance, ethics and law, management, and marketing) plus an internship. The Business Analytics Career Track builds further on the Business Administration curriculum with an additional 20 hours. These additional hours include the following courses: Business Economics, Process Management with Logistics Analytics, Analytics for Business Strategy, Data Mining for Managerial Decision Making, and one elective in Project Management, Innovation Dynamics, or Information Security. Analytics for Business Strategy and Data Mining for Managerial Decision Making are two new courses that were created specifically for this track. The Information Security elective is a course taught outside of the Business School by faculty in Information Science. As of April 2014, there were a total of 197 declared management majors, up from 44 in 2013. The addition of the three specialized Career Tracks is expected to draw even more students into the program.

**Conclusion**

The collection and analysis of vast amounts of data is now associated with every sector of commerce and government. Data analysis can create value by improving decision making, allowing narrower segmentation of customers, supporting new product generation, and improving overall operational performance. It is becoming a key component of competitive strategy in addition to capital and labor. There will likely be a serious shortfall in workers with the necessary skills to analyze and interpret the terabytes of data that is being collected and stored. Universities will likely have to adjust their curriculum and programs they offer to address this need.
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